Classification of Table Tennis Strokes in Wearable Device using Deep Learning
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Abstract: Analysis of sports performance using mobile and wearable devices is becoming increasingly popular, helping users improve their sports practice. In this context, the goal of this work has been the development of an Apple Watch application, capable of detecting important strokes in the table tennis sport, using a deep learning (DL) model. A dataset of table tennis strokes has been created based on the watch’s accelerometer and gyroscope sensors. The dataset collection was done in the Portuguese table tennis federation training sites, from several athletes, supervised by their coaches. To obtain the best DL model, three different architecture models where trained, compared and evaluated, using the complete dataset: a LSTM based on Create ML/Core ML frameworks (62.70% F1 score) and two Tensorflow based architectures, a CNN-LSTM (96.02% F1 score) and a ConvLSTM (97.33% F1 score).

1 INTRODUCTION

Table tennis sport, also known as ping pong, has several hundreds of millions of practitioners worldwide. The rackets used in ping pong sports usually consist of a handled frame with a rubber-covered, oval blade, made of wood, flat and rigid. Wearable devices are widely used in fitness tracking thus, extending their use to monitor the player performance in other sports, like table tennis, for example, is becoming natural. This is important for federated athletes and enthusiastic amateurs seeking to improve their game performance, as the existence of reliable statistical data is of paramount importance to tailor the training sessions.

Tracking racket sports performance using sensor devices and AI has been studied in recent years as presented in Section 2. However, many of those solutions have requirements that limit their application in common competition and training scenarios. Instead of using specialized hardware or requiring laboratory conditions, the approach presented in this paper is non-intrusive, not interfering with the athletes’ playing style. It is based on the hardware sensors usually available in a common smartwatch. The logic of the application is supported on suitable DL models for time series that were trained, tested, and compared. An important outcome of this work was the acquisition of a publicly available dataset of the most important table tennis strokes, performed by athletes in Portuguese table tennis federation training sites. The dataset acquisition process was carefully planned with a proper methodology and validated by table tennis coaches. Hopefully, this dataset will allow other researchers to replicate our investigation and test different solutions.

The remaining paper is structured as follows: Section 2 where we survey related approaches to activity detection in ping pong. Then we describe the process of creation of the dataset in Section 3, followed by a description of the experimental setup in Section 4. Results are presented and discussed in Section 5. We close by summarizing our findings and outlining future work in Section 6.
2 RELATED WORK

In recent years, Human Activity Recognition (HAR) and sports performance evaluation, have been implemented through wearable sensors attached in different locations of the athlete’s bodies (Connaghan et al., 2011). Various types of sensors have been used: accelerometers, gyroscopes, pressure sensors, heart rate monitors, etc (Neville et al., 2010; Zeng et al., 2015; Ordóñez and Roggen, 2016).

(Sensorsoscar et al., 2018) presents comprehensive research on human activity recognition systems using wearable sensors. Twenty-eight HAR systems are evaluated on several parameters including recognition performance, energy consumption, obtrusiveness, and flexibility, among others. It also presents the most used techniques in HAR systems for feature extraction and learning methods in ML.

In (Pärkkä et al., 2006), the authors argue that automatic activity classification can be used to promote physical activities that improve well-being and a healthier lifestyle. Their focus was on the selection of the best classification methods and sensors for each sports activity. A large dataset of sensor data was created and tested. They concluded that the sensor with the best results was the accelerometer. From the three classifiers used: ANN (Artificial Neural Network), AGDT (Automatically Generated Decision Tree), and CDTC (Custom Decision Tree Classifier), the best performance was achieved with AGDT with an accuracy of 86%.

In (Wu et al., 2018), the authors collaborated with data analysts to understand and characterize the sophisticated domain problem of table tennis data analysis. An interactive table tennis visualization system is presented to evaluate and explore table tennis data by providing a holistic view of an entire match from three main perspectives: i) time-oriented analytics, ii) statistics, and iii) tactics. The proposed system provides detection of tactical patterns with a timeline for scoring. The mentioned work also allows the visualization of how hitting the ball was performed and where the ball ended up in the opponent’s field.

Liu (Liu et al., 2019), uses body network sensors to perform stroke detection in table tennis. Three sensor devices are used per athlete placed in different parts of the arm. Each device contained a processing unit and an IMU processing unit containing the accelerometer, gyroscope, and magnetometer. The authors applied a stroke detection algorithm based on a conjunction of a sliding window, a feature extraction, a feature reduction, and finally an SVM classifier. The total precision of all strokes is 97.4% however the number of samples was low.

Also in the table tennis context, Lim (Lim et al., 2018) developed a system to help coaches in the training process. It is based on the LSTM algorithm for processing time-series data with the use of a spatial neuronal model. Three sensor modules containing accelerometers and gyroscopes are used to record the following strokes: forehead stroke, backhand drive, backhand shot, forehead cut, and forehead drive. Sensor data was captured with a frequency of 5Hz during 5.4s, generating 1260 samples. The authors generated an RNN-LSTM neuronal model capable of identifying whether the player was a professional or an amateur player (F1 score of 93%) based on the features of the strokes performed.

Kulkarni (Kulkarni and Shenoy, 2021), developed a new method for capturing visual table tennis data and performing stroke detection and classification. Fifteen strokes were captured: topspin, block, push, flick and lob, each of them in three variants (backhand, forehand, and forehand flat). The authors used a player detection model followed by a second human body pose estimation model (HRNet) and then, ML and DL models were created and compared. In ML the best model was SVM with an accuracy of 98.37% while in DL the best model was TCN with a 99.37% precision.

In (Blank et al., 2015), the authors present a system for detection and classification of table tennis strokes using inertia measuring devices. A miPod sensor containing an accelerometer and gyroscope was used and placed on the racket handle recording data at 1000Hz. The strokes performed were: drive, push, block, and topspin in their variations. A motion detection algorithm was developed to detect peaks of the acceleration signal within a time interval defined at 1s. The generic time features were calculated based on (average, standard deviation, asymmetry) and signal characteristics (minimum, maximum, energy, median). For classification, only ML models were used and the best performing model was SVM with 96.7% accuracy.

This section shows that the use of AI techniques in the context of table tennis sport is well covered in the literature. However, despite of the good accuracy that many of the presented systems have demonstrated, almost all have requirements that invalidate its practical use in common table tennis games scenarios. Special hardware needs to be attached to the player’s body or to the racket handle, in most cases. Playing with attached accessories probably compromises the athlete’s usual playing style. Other systems are based on computer vision, such as (Kulkarni and Shenoy, 2021), and require dedicated cameras and their careful placement which also limits their widespread use.
3 DATASET CREATION

3.1 Dataset Design and Acquisition

A methodology was developed, with the involvement of table tennis athletes and coaches, to create the dataset. Firstly, a questionnaire was provided to athletes and coaches from several table tennis training centers, to find out which were the most important table tennis strokes. The list contained all the strokes identified in previous works plus the strokes that the coaches indicated as the most played ones. Seventeen answers were obtained and the most important strokes identified were topspin followed by block and flip with the same amount of votes, then service, any stroke that can be detected, cut, and drive. The final selection of the most important strokes to be acquired and afterward detected was decided together with the coaches. In total, 5 strokes were selected: topspin forehand, topspin backhand, block, flip forehand, flip backhand. The considered strokes were the three most voted on the questionnaire together with their variants, except for service due to the number of ways it is possible to execute this last stroke and presenting each service its characteristics.

To acquire the players’ strokes, an Apple watch was chosen. This smartwatch comes with five sensors: i) accelerometer, ii) gyroscope, iii) magnetometer, iv) pedometer, and v) heart rate. Following previous works (Cust et al., 2019; Barshan and Yüksek, 2014; Neville et al., 2010; Lim et al., 2018), was decided to use the accelerometer and the gyroscope both on 3 axes. In the acquisition process, a logging app (Thomas, 2021) has been used with the sampling frequency adjusted to 50Hz. This sweet spot value was determined after some preliminary tests were conducted. The Apple Core Motion framework allowed to obtain processed and bias removed motion data, such as gravity, from the watch accelerometer and gyroscope.

Using a table tennis robot, a continuous recording of data by the performing athlete is possible without having to worry if the incoming ball does not contain the necessary effect to allow the execution of the stroke is recorded. For that reason, a robot was used, since it allows to automatically throw a sequence of multiple balls, with different motion effects applied on the ball. The interface provided by the robot offered 4 adjustments: two controls for the ball effect and speed; one control for the rotation of the robot’s tower; and the last button controls the interval between consecutive thrown balls. In the robot model used, this last button had no levels associated. Because of that, a level scale was handcrafted, and applied to the robot, with 11 button levels evenly distributed. After that, at each level scale, tests were done, using video footage to verify, to measure the time interval between consecutive balls thrown. The scale obtained ranged between 26.55 (min, level 1) and 72.29 (max, level 11) thrown balls per minute (balls/min). The two scale levels used during the dataset collection were: level 3 (34.48 balls/min, \( T = 1.74s \)) and level 6 (51.72 balls/min, \( T = 1.16s \)). For each of the 5 stroke types to be recorded, the following robot parameters were defined (Table 1), based on the participating athletes’ feedback.

<table>
<thead>
<tr>
<th>Strokes</th>
<th>Button Level</th>
<th>Button Position</th>
<th>Direction</th>
<th>Rest Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Spin Forehand</td>
<td>1</td>
<td>Right side</td>
<td>Direct</td>
<td>must</td>
</tr>
<tr>
<td>Top Spin Backhand</td>
<td>2</td>
<td>Left side</td>
<td>Reverse</td>
<td>must</td>
</tr>
<tr>
<td>Block</td>
<td>3</td>
<td>Half camp</td>
<td>Direct</td>
<td>must</td>
</tr>
<tr>
<td>Flip Forehand</td>
<td>4</td>
<td>Furthest part</td>
<td>Direct</td>
<td>must</td>
</tr>
<tr>
<td>Flip Backhand</td>
<td>5</td>
<td>Furthest part</td>
<td>Reverse</td>
<td>must</td>
</tr>
</tbody>
</table>

Two main datasets, designated as D1-fast (D1) and D2-slow (D2), were captured. The D1 was recorded at button level 6 (1.16s of ball interval and a total of 1.16s × 50Hz = 58 measures per stroke). This dataset represents the expected cadence of strokes during a real live game. The D2 was recorded at button level 3 (1.74s interval and a total of 1.74s × 50Hz = 87 measures per stroke) with the objective of the rest phase being visible, and when the player is recovering for the next ball, reproducing a slow training rhythm. Athletes were then asked to wear the apple watch on the hand which holds the racket and were asked to hit the ball with the corresponding stroke. Each stroke recording session produced a CSV file with the sensor data gathered.

Players were also asked to try and reproduce the hand motion corresponding to a player resting such as when waiting for the next ball or picking a new ball. The rest information has been considered on both datasets. In total, 15 athletes participated in the study. Of those, 14 were athletes playing at the national championship and 3 were left-handed. All participants were male having age intervals from 14-55. For every athlete, at least one stroke was recorded. A total number of 116 samples were recorded, each corresponding to an athlete doing a stroke sequence. D1 contains 55 samples while D2 contains 46 samples. Additionally, 15 samples, each representing rest by the corresponding player, were also acquired. These samples were then added to each dataset.
3.2 Dataset Pre-processing

In the pre-processing stage of the two datasets, some operations were done, such as all rows having null column values were removed, or the first and last 4 seconds of data were removed to eliminate noisy. From the 2 initial datasets, D1 and D2, two more datasets were derived, respectively, D3-fast-cut (D3) and D4-slow-cut (D4), through the application of an intelligent trimming operation to each row of the initial datasets, to convert to 46 measures per row, corresponding to a temporal window of \(46/50Hz = 0.92s\) of duration. This process consisted in first identifying the temporal limits of each stroke. To help in the identification of when a stroke occurred, graphics for visualization of motion data were created for each stroke based on the accelerometer signal. By analyzing those graphs, a pattern could be identified. For every occurring stroke, a rapid increase in user acceleration could be observed. Figure 1 depicts the accelerometer data for a stroke of type flip backhand.

As mentioned, the datasets obtained after applying this SDA algorithm were D3 and D4. An additional dataset, designated D5-fast-slow-cut (D5), contains the union of D3 and D4, being the most valuable dataset since it is complete and pre-processed. For each data set, each stroke class was then divided in a ratio 80% / 20% in train and test folders. All the datasets created in this work are publicly available at the Github repository (Ferreira, 2021).

4 EXPERIMENTS

The creation and training of all the models were done offline in a MacBook Pro computer with: CPU Intel Core i9 2.9GHz, GPU AMD Radeon Pro 560X and 16GB of RAM. The model has to be appropriate, in time and space complexity, to be deployed in a smartwatch device, such as the Apple Watch. Three models were created, and compared in terms of accuracy, precision and the F1-score, the harmonic mean of precision and recall. One uses the Apple Create...
ML Framework, only available on Apple products, and an LSTM based architecture; the second and the third uses Google Tensorflow framework and, respectively, a CNN-LSTM and a ConvLSTM architecture.

4.1 Core ML Model

For obtaining an activity motion classifier model, the one appropriate for this problem, the Create ML app provides an interface where training, validation, and test can be easily done. To train and evaluate the activity model, Create ML needs 5 parameters: features, maximum iterations, batch size, prediction windows size, and sample rate. The 6 features are the 3 axes of the accelerometer and the 3 axes of the gyroscope. The defined Sample Rate is 50Hz. After some empirical tests, a maximum iteration of 30 was found to be more than enough for the datasets D1 and D2. For datasets D3, D4 and D5, 35 iterations were defined as the models benefit from more iterations. The prediction windows size means how many observations of sensor data should be taken into consideration for stroke detection and classification. For dataset D1 was 58, for D2 was 87 and for the remaining datasets D3, D4 and D5 was 46. For the batch size, the values 16, 32, 64, 128, 256 and 400 were pre tested for each of the 5 datasets. The best values of the batch size; the ones chosen, where D1 = 128; D2 = 64; D3 = 256; D4 = 256; D5 = 256.

The architecture of the activity model in Core ML is LSTM based. Using Netron (Roeder, 2021), an agnostic neural network, deep learning, and machine learning models viewer, it is possible to observe that the model architecture uses a convolution layer as the first layer with an activation function “ReLU”, followed by an LSTM layer. In the subsequent layers, dense layers (innerProduct), one batch normalization layer, and a softmax layer at the end, can be found. This architecture can be divided into three parts: first the convolutional part; second the recurrent, LSTM, part, adequate for sequences of observations; third the post-processing part.

4.2 CNN-LSTM and ConvLSTM Models

The other two DL models tested in this paper involved using CNN-LSTM and ConvLSTM architectures created using TensorFlow. Previous works demonstrated good performance and accuracy on generating classifier models in and out of Table Tennis by using these two solutions. These two TensorFlow models were then converted to Core ML model format, accepted on the Apple Watch.

These two architectures were only trained and tested with the datasets D3, D4, and D5. For each architecture, batch sizes of 4, 16, 32, 64, 126, 256, 400 were compared. The optimal batch size for architecture CNN-LSTM was found to be 32 for D3, and 16 for D4 and D5. For architecture ConvLSTM, D3, D4, and D5 values of, respectively, 128, 4, and 16 were defined based on the resulting tests. Different batch sizes also show no major model performance improvements. Model performance was measured by the evaluation of 10 generated models for each model. Precision, recall, and F1 score was used metrics to evaluate the generated classifier models on both architectures.

The CNN-LSTM is the most powerful and well-known subset type of artificial neural network designed to recognize patterns in sequences of data, such as numerical times series data emerging from sensors. CNN’S are proved to reduce frequency variations and can extract the features between several variables. On the other hand, LSTM’s are capable of modeling temporal information of irregular trends in time series components. What differentiates CNN and LSTMs from other neural networks are that they take time and sequence into account, they have a temporal dimension (Xia et al., 2020). The research done by (Sainath et al., 2015) provided an example of what a CNN-LSTM unified architecture was possible and the authors demonstrated that such architecture provided a 5 to 7% increase in words error rate. Creating a classifier model based on CNN-LSTM architecture for activity recognition was also performed in (Xia et al., 2020) and applied in multiple datasets, all with good results.

ConvLSTM is a further extension of the CNN-LSTM. The base of this algorithm extension is to perform the convolutions of the CNN (how the CNN reads the input sequence data) as part of the LSTM (Shi et al., 2015). Unlike LSTM, which directly reads data to calculate internal states and state transitions, and interprets a CNN model output, ConvLSTM directly uses convolution as part of the read input to the LSTM unit itself. The ConvLSTM determines the future state of a certain cell in the grid by the inputs and past states of its local neighbors. By stacking multiple ConvLSTM layers and forming a coding-prediction structure, we can not only build network models for problems but also build network models for more general time-space sequence prediction problems which suit our case of table tennis, and because the network has multiple stacked ConvLSTM layers, it has strong representation capabilities, making it suitable for prediction in complex dynamic systems.
CNN-LSTM and ConvLSTM Architectures

The creation of the CNN-LSTM architecture started by adding a sequential model followed by applying a Time Distribute layer allowing the model to read in 1, 2, or multiple subsequences of the window provided. Features were then flattened and provided to the LSTM model to read and extract its features before a final mapping to the corresponding activity is performed. The remaining layers added to the model are two consecutive CNN layers followed by a dropout of 50% and a max-pooling layer, these layers are the basic structures of a CNN-LSTM model. For the loss function “Categorical Cross Entropy” was used together with Adam for the optimizer.

For the ConvLSTM, the ConvLSTM2D category in the Keras library supports the ConvLSTM model for 2D information. It is frequently used to classify 1D variables containing statistics. This category input is based on [samples, time sequences, rows, cols, channels]. By using the same approach taken when creating the CNN-LSTM classifier model, it was considered for the samples to be the value of the total rows available of sensor data, for the time sequences, the value defined was 1 only one sequence of the windows was defined (2 was also available), row number value was 1 since we are working with a 1D array of data, and the number of columns represents the number of time steps in the sequence meaning a value of 46. When creating a ConvLSTM model, the CNN and LSTM parts of the model must be defined separately. For that a 2d kernel of 1(row) x 3(time steps of the sequence), a 64 value for the filters, and the activation function “ReLU” were also defined at this layer, then a dropout of 50% followed by a flattening of the output must be processed before adding the final 2 dense layers with activation functions “ReLU” and “softmax” respectively. For the model compilation, the loss function we chose “Categorical Cross Entropy” and for the optimizer Adam.

5 RESULTS

5.1 Core ML Results

In the evaluation stage, dataset D1 obtained an F1 score of 62.71%. The model generated using this dataset had the worst performance when identifying the Flip (backhand) stroke type. It obtained the highest performance for Rest and Block, as both have unique characteristics that define their strokes. The dataset D2 obtained an F1 score of 56.70%. It was possible to identify that the model couldn’t correctly identify most of the Top Spin (backhand) strokes. No clear conclusion could be made on what was causing the model to have a bad performance when labeling this stroke compared to the others available. Compared to D1, the worst overall performance can be attributed to two factors. First, a low number of samples were available. Secondly, by using the size of a window of 87 observations, corresponding to 1.74s, the introduction of noise can be considered a factor as the typical duration of a stroke, from the beginning to the end, was observed as taking, on average, 46 observations of data, corresponding to 0.92s, meaning that data with no fundamental value is being fed into the model. When comparing the three models generated from the pre-process datasets with the cuts of the SDA applied, the model generated from dataset D3 was the best one, with an F1 score of 89.66%. All the 3 models D3, D4, and D5 showed more difficulties identifying the stroke Top Spin (backhand). Dataset D4-slow-cut failed to identify Top Spin (backhand) and showed a low F1 score for Flip (backhand). The performance of this model was higher when compared to D5 who could identify all 6 strokes. Introduction of noise or a lower number of samples can’t be considered the reason for such low performance as noise has been almost completely removed by the stroke detection algorithm and classes with a lower number of samples than Top Spin (backhand) and Flip (backhand) performed better than strokes with a lower sample amount. The dataset D5 had the worst F1 score when compared to the datasets D3 and D4. In these particular experiments, an increase of samples when comparing D3 and D4 with D5 showed no improvement in the model performance.

5.2 CNN-LSTM and ConvLSTM Results

In the CNN-LSTM architecture, all models, in all datasets, had a good performance with a minimum F1 score of 95.5% for D4-slow-cut and 96% for D5. The best CNN-LSTM model was the one generated from D3 with an F1 score of 97.33%. Both D4-slow-cut and D5 datasets had the lowest performance for the Flip (backhand) stroke type. A possible cause for this stroke’s lower performance can be a similarity with the Top Spin (backhand), as both strokes have similar characteristics. The Rest class had a 100% performance in all datasets tested for CNN-LSTM. A possible cause for this result is the intrinsic characteristic of rest motion, as it is significantly different from the remaining strokes.

The ConvLSTM model generated from D5 dataset had the best performance achieving 97.33% (Table
3), followed by D3 with 96.66% and 94.16% on D4. The D4 has more difficulties at identifying Flip (backhand), obtaining an F1 score of 88% while the remaining stroke types had F1 scores equal or higher than 91%. The Rest class results showed a 100% F1 score for all datasets. This result is the same as the result obtained using CNN-LSTM.

Table 3: Strokes performance for data set D5 using ConvLSTM [%] (16 batch size).

<table>
<thead>
<tr>
<th>Strokes</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Block</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>F1 score average</td>
<td>99.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The confusion matrix statistic is useful to identify the stroke whose corresponding model had higher difficulties to identify correctly. The CNN-LSTM confusion matrix for the dataset D5, on Table 4, shows the most wrong predicted labels are the strokes Top Spin (backhand) and Flip (backhand). The probable cause for this fact can be the similarities between both strokes. All other strokes showed a lower number of incorrect labels. A probable cause for this could be external factors such as athlete fatigue or some noise still present on the data sets.

Table 4: Confusion matrix for CNN-LSTM and dataset D5 (true label vs predicted label).

<table>
<thead>
<tr>
<th>Strokes</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Block</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F1 score average</td>
<td>99.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Looking at the confusion matrix from ConvLSTM/D5 generated model pair, in Table 5, one can see that most of the wrong predicted labels are between Top Spin (backhand) and Flip (backhand). Wrong predicted labels between the remaining strokes can be considered as normal when generating a classifier model, other external facts mentioned on CNN-LSTM could also be a minor representative for the incorrect labels.

Table 5: Confusion matrix for ConvLSTM and dataset D5 (true label vs predicted label).

<table>
<thead>
<tr>
<th>Strokes</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Top Spin (backhand)</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Block</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Flip (backhand)</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F1 score average</td>
<td>99.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.3 Discussion

The Core ML model obtained using Create ML had, generically, a lower performance compared with CMM-LSTM and ConvLSTM. In this model architecture, the batch size highly influences its performance model while, in CNN-LSTM and ConvLSTM, the influence of the variation on the batch size in the obtained performance was reduced. On the Create ML/Core ML model, D2 had the worst performance compared to the remaining datasets tested. The probable causes could be due to several factors. Firstly, a low number of data samples were used when compared to D1. Secondly having a window prediction size of 1.74s allows noise impact more on the final results when compared to the trimmed D4 version.

In summary, a maximum performance of 97.33% was achieved on CNN-LSTM/D3 and ConvLSTM/D5 pairs. Both CNN-LSTM and ConvLSTM generated models showed difficulties in identifying correctly the Flip (backhand) stroke with the confusion matrices indicating a higher number of wrong labeled strokes between Top Spin (backhand) and Top Flip (backhand). This is possibly due to the similarities between those strokes. The dataset D5, containing a merge of the samples from D1 and D2 processed with the SDA algorithm, should be the preferred dataset for use in application training as the number of samples is higher than the remaining datasets and, in the end, presented a higher F1 score for the ConvLSTM architecture. This work uses a table tennis classifier model that will be, in the near future, integrated into the Apple Watch wearable. Only one device in the athlete’s wrist is needed to record motion data. In summary, the best-performing dataset generated model classifier was trained based on 1564 samples, making it the second higher of the literature review. Achieving a precision of 97.83% and an F1-score of 97.33%, this classifier model can be considered one of the best solutions compared with the other models presented in the literature.

6 CONCLUSION

One major contribution of this project is the approach of vertical integration of ML models into a, future planned, real-time mobile computing app solution for identifying tennis table players’ strokes. As far as we know, there are no similar public table tennis strokes datasets to the ones presented in this paper. This work planned a set of experiments for collecting sensor data characterizing 6 activities of tennis table players (cf. 5 stroke types and 1 in-between-strokes activity).
Both, the methodology and the gathered data were enabled by closer collaboration with several players and coaches from local table tennis associations. The best result, with the overall dataset D5, was clearly obtained by the ConvLSTM model, with a maximum performance of 97.33% F1 score, among the best results published in the literature.

### 6.1 Future Work

Currently, the trained ConvLSTM model, together with the SDA algorithm, is in the process of being incorporated into a WatchOS app to be used in real-time classification experiments involving a limited number of volunteer table tennis players. In the medium term commercial use and widespread acceptance among table tennis players, tested classifiers should be subject to a broad number of sensor datasets, preferably from players with different levels of competition.

### ACKNOWLEDGEMENTS

This work was partially funded by: AppGeneration Software Technologies Lda; by Base Funding - UIDB/00027/2020 of the Artificial Intelligence and Computer Science Laboratory - LIACC – funded by national funds through the FCT/MCTES (PIDDAC); and by Fundação Ensino e Cultura Fernando Pessoa.

### REFERENCES


