An Open-source Library for Processing of 3D Data from Indoor Scenes
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Abstract: In recent years affordable 3D data acquisition devices have appeared in the market. Researchers and developers have been able to use them in a much larger scale than ever in a wide range of applications, from robotics to autonomous driving. One of these applications is the processing of 3D indoor scenes, usually in the context of autonomous navigation of mobile robots, but also in building mapping for map reconstruction or assessment of the location of structural elements. In this paper we report on the development of an open source Python package (indoor3d) for processing of 3D data obtained indoors. This package is built on top of the Open3D package, with the aim of making easier to perform common tasks that arise in indoor data processing. It has already been helpful in tasks in two different projects: in one of them was useful in the search of structural elements in a pointcloud obtained by a HoloLens device, and in the other in the location of the handle of a door for a mobile robot navigation application.

1 INTRODUCTION

During the last years we have been witnesses of a big explosion in the number of 3D data acquisition devices around us. Fields like autonomous driving (Arnold et al., 2019) or industrial robotics (Lin, 2020) make use of them extensively, but also small-scale laboratories performing research on computer vision (Guo et al., 2020) or robotic navigation (Zieliński and Markowska-Kaczmarz, 2021) can benefit of these sensors. Due to the widespread possibility of acquiring 3D data, need of processing and interpreting has also skyrocketed. In the hardware side, specialized devices like the Velodyne¹ series are intended for high-end applications with tight time response requirements. But other much more affordable devices can also be used when no critical performance is needed, as is the case of the Intel RealSense line (Zabatani et al., 2019). Not only data acquisition needs to meet high performance standards, data processing is also very demanding. It is almost mandatory to employ GPU units to train machine learning models, and sometimes also for inference.

Open source software for efficient 3D data processing has been available for a long time. One of the reference libraries is the Point Cloud Library (PCL) (Rusu and Cousins, 2011), written in C++. PCL is a library for processing of n-dimensional pointclouds and 3D geometry processing. It is free software, distributed under a BSD license. It is integrated into ROS (Quigley et al., 2009), the Robot Operating System, widely used in the robotics community. Its data structures make extensive use of SSE optimizations available in moderns processors. The implementation of most mathematical computations relies in Eigen (Guennebaud et al., 2010), an open source library for linear algebra. PCL also supports OpenMP² and Intel TBB library (Reinders, 2007) for parallelization. Nvidia GPUs are also supported.

More recently, Open3D (Zhou et al., 2018) has been presented as an alternative, written in Python and C++ with front-end in both languages. Its aim is to provide ease of use and environment where

---

¹https://velodynelidar.com/
²http://openmp.org


DOI: 10.5220/0010870100003122
rapid prototyping is possible, in addition to the development of full-fledged applications. The Open3D backend is implemented in C++11 and set up for OpenMP parallelization. It is open source and released under the MIT license. It is possible to work with pointclouds, meshes or RGB-D images, and input/output algorithms, sampling, data conversion and visualization is available for each of them. Other algorithms such as ICP registration, normal estimation, ICP registration (Besl and McKay, 1992), and volumetric integration (Curless and Levoy, 1996) have also been implemented.

In this paper we present an open source package written on top of Open3D and focused in the tasks that are usually found when working with indoors 3D data. We also present the application of the functions of this package in two different projects. The first one is LANTEGI4.0, a project in which one of the tasks was to find structural elements in a pointcloud representing a big section of a building; the second one is BotaRobota, a project in which one of the tasks was to locate the position and orientation of a door handle.

The paper is organized as follows: after the introduction, a section called Library Structure gives an outline of the arrangement of the library functions in different modules; then two Usage Cases are shown, demonstrating the usefulness of the library in two different projects; the paper concludes with a Conclusion section followed by the bibliography.

2 PACKAGE STRUCTURE

The package indoor3d is built on top of Open3D. Open3D provides data structures for three kinds of representations: pointclouds, meshes, and RGB-D images. In our package we will only deal with pointclouds. The contribution over Open3D is the integration of implicit knowledge about the room geometry. For example, Open3D finds planes in the pointcloud using RANSAC (Fischler and Bolles, 1981), and our package finds sets of mutually parallel or perpendicular planes from their results. Likewise, Open3D provides clustering functions, and our package tells whether the clusters are close to the limits of the room (ceiling, floor and walls) or not.

The package is structured in five different modules:

- vector
- plane
- pointcloud
- findroom
- clusteringroom

The modules vector and plane define functions that perform geometric operations on vectors and planes, respectively. In the pointcloud module there are functions that take pointclouds as parameters or that return pointclouds. The module findroom is the place for code that is useful when looking for rooms in a pointcloud of a building. And clustering and segmentation utilities belong to the clusteringroom module.

The functions in the modules are commented with Python docstrings in such a way that it is possible to generate automatically documentation in HTML or PDF format using Sphinx 3.

The main idea is that indoor applications which make use of pointclouds may share some common
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3https://www.sphinx-doc.org/
tasks. For example, it is usual to try to locate a door, a wall, the floor, or estimate the distance from some object to the wall. These tasks usually imply to be able to find planes, compute angles and distances, check if floor and ceiling are parallel to each other, find the point of intersection of two walls, etc. This package is intended to help the researcher or developer with the more menial tasks.

**Vector Module.** In this module, functions that work with vectors are defined. For example, it is possible to convert any iterable into a Python numpy array, which is the default representation of vectors in this module. There are functions to get the unit vector of an arbitrary vector, to compute the angle between vectors or to find the point that is located at some distance of a given point in a given direction.

**Plane Module.** The functions that deal with planes are defined here. A specialized plane class is constructed from the four parameters of the plane equation $Ax + By + Cz + D = 0$. The objects of this class can return the normal of the plane.

In this module we find utilities to compute the angle between planes, between the plane and the axes, between the plane and the plane perpendicular to one of the canonical axes, to check if two planes are perpendicular or parallel up to some given tolerance, the point that lies in the intersection of three planes, distances between planes and points, etc.

**Pointcloud Module.** This module contains the functions that compute distances between points and planes to pointclouds, as well as those which check if a point is inside the convex hull of a pointcloud. It is also possible to partition a pointcloud in three subsets according to a plane: those closer to the plane than a given tolerance, those at one side of the plane and those the another side. This is useful when a plane that we presume is a door has been detected, and we want to know which points are in the door, which in front of the door and which behind the door. The same procedure, but with five subsets, can be applied taking a pointcloud and two parallel planes. This is useful, for example, for segmenting the points in a room according to the planes defining the ceiling and the floor. An example of the kind of pointcloud expected is shown in Figure 1.

It is also possible to subtract a pointcloud from another pointcloud. In this case, if pointcloud B is subtracted from pointcloud A, all the points in pointcloud A that are closer to pointcloud B than some threshold are removed. It is also possible to subtract a convex hull from a pointcloud. If a point is inside (could be parameterized to be outside instead) the convex hull, it is removed.

There are also functions for performing a uniform 3D sampling inside a convex hull by rejection sampling. This allows the definition of another function that finds the pseudo-negative of a pointcloud. Given a pointcloud A, first its convex hull is computed. Then, another pointcloud B is created from a uniform random sampling in the convex hull. And finally, pointcloud A is subtracted from pointcloud B. With this procedure it is possible to find door frames, as shown in Figure 2.

**Findroom Module.** This module is in charge of finding structural elements that could belong to a room. For example, it is possible to find a collection of $N$ planes in the pointcloud, where $N$ is given by the user, and search for sets of six planes that might delimit a room. The procedure looks for three pairs of parallel planes that are perpendicular between them. These planes would be the pairs (ceiling - floor, wall left - wall right, wall front - wall -rear), all of them composed by two parallel planes. The condition of parallelism is also possible to be relaxed by some tolerance, to account for noise in the data. If it is known that some axis of the frame of reference of the pointcloud is congruent with the vertical orientation in the real world, this information can be given to the function to improve the search for planes.
There are also functions for computing the eight points that delimit the vertices of the room, and for extracting the points that are inside and outside the room, or very close to the boundaries.

Clusteringroom Module. In this module there are functions meant to be used after a room has been detected and the planes of floor, ceiling and walls have been computed. There are clustering functions that take into account the distance to the ceiling, floor and walls and mark some clusters as door or lamp candidates. It is also possible to get a graphical depiction of the clusters.

3 USAGE CASES

The development of this package started during the LANTEGI4.0 project, funded by the Basque Government, and where the goal is to make advances in the development of a system that would be able to create a 3D model of the true state of the building of a factory from the construction planes and the data collected by an autonomous robotic system.

One of the tasks was to detect structural elements from data collected by a sensor. These data represented a significant part of the building, bigger than a single room. In Figure 1 the input pointcloud is shown. The results after applying the ceiling and floor detection are shown in Figure 3.

After finding all the planes that delimit the room, they can be extracted as shown in Figure 4. The walls are painted in red, the ceiling in blue and the floor in green.

The clustering functions take into account information about the planes that delimit the room, and this is used to detect clusters that are not likely to be structural elements because are too far away from the walls and the ceiling. In Figure 5 can be seen the detected clusters, while in Figure 6 the clusters which are unlikely to be structural elements are shown.

The package developed for the LANTEGI4.0 project has been also used in another project called BotaRobota. BotaRobota is a project funded by the Basque Government with the aim of developing a cleaning robot able to detect and open doors without human intervention. One of the tasks was to detect the door handle in a pointcloud so the robot could be able to open the door. To detect the door handle the first step was to detect the door using the standard plane search procedure, and then the functions for segmenting the pointcloud with respect to a plane, and the functions for computing distances between planes and pointclouds were useful to locate the handle. For the orientation of the handle, other functions that find planes parallel to another to some distance were useful in order to make it easier to find a minimal bounding box parallel to the door. In Figure 7 can be seen the results of this procedure. In short, the functions developed in the LANTEGI4.0 project were useful in making easier to tackle the BotaRobota project and we want to make this code available for anyone who could find it useful.
Figure 5: Clustering of a room.

(a) Set of clusters detected inside a room.  (b) Set of clusters painted in different colors.

Figure 6: Clusters labeled as unlikely to be structural elements.

(a) Detected clusters.  (b) Location of the clusters in the room.

Figure 7: Door handle position and orientation.
4 CONCLUSION

In this paper we have presented a 3D data processing library focused on indoor scenes. We have described its main functionalities and showed its application on two real projects. As further work, we plan to improve the documentation and refactor and clean the code, with the aim of uploading the library to the PyPI repository, the reference place for Python packages. In the meantime, the code is available in GitHub.
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