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Abstract: Automated planning is a prominent AI challenge, and it is now exploited in a range of real-world applications.
There are three crucial aspects of automated planning: the planning engine, the domain model, and the problem
instance. While the planning engine and the domain model can be engineered and optimised offline, in many
applications there is the need to generate problem instances on the fly. In this paper we focus on the challenges
of on-the-fly knowledge acquisition for complex and variegated problem instances. We consider as a case study
the application of planning to urban traffic control and we describe the designed and developed knowledge
acquisition process. This allows us to discuss a range of lessons learned from the experience, and to point to
important lines of research to support the knowledge acquisition process for automated planning applications.

1 INTRODUCTION

Automated planning is one of the most prominent
AI challenges; it has been studied extensively for
several decades, and it is now exploited in a wide
range of applications. Examples include network se-
curity penetration testing (Hoffmann, 2015), battery
load management (Fox et al., 2012), train dispatching
(Cardellini et al., 2021) and control of robots (Kvarn-
ström and Doherty, 2010; Capitanelli et al., 2018).

The three aspects in automated plan generation fo-
cused on in the AI literature are the planning engine it-
self, the domain model that captures the physics of the
problem area, and the problem instance that contains
a specification of the initial status of things, the rele-
vant objects and the goals to be pursued. Planning en-
gines used in real-world applications rely on the abil-
ity that utilising the operational semantics of the do-
main model will faithfully simulate progression over
time of the state of the real world (in particular, cru-
cial in the validation of any generated plan). Not only
has the domain model to be an accurate representation
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of the application’s dynamics for this purpose, but
the problem instance has to adequately and accurately
reflect the current state of the world, and the goal
required to be solved. Knowledge engineering and
knowledge acquisition issues of the mentioned mod-
els and instances are exacerbated in real-time AI plan-
ning applications, where the problem instance must
be acquired on the fly to allow an agent to deal with
problems as they occur. Beside knowledge engineer-
ing issues related to the engineering of the domain
model that have received significant coverage (Mc-
Cluskey and Porteous, 1997; McCluskey et al., 2017;
Vallati and McCluskey, 2021), there is the critical as-
pect of generating problem instances on the fly. This
is also important taking into account how the poor
quality of problem instances can affect the ability of
state-of-the-art planning engines to solve the problem
at hand (Vallati and Chrpa, 2019). Indeed, automation
in the construction of a complex initial state not only
aids the quality of the problem instance, but helps in
the efficiency of knowledge capture. The latter is es-
sential for the cost-effectiveness of employing auto-
mated planning in applications. Early work on such
automation was demonstrated in the nine contestants
of the International Competition on Knowledge Engi-
neering for Planning and Scheduling (ICKEPS) 2009
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(Barták et al., 2010), which focused on automation in
the generation of planning knowledge from existing
application-held data structures, and by recent works
on using templates to generate instances (Long et al.,
2018; Gregory, 2020).

In this paper we focus on aspects of knowledge
acquisition in real-time applications where the initial
state is complex and variegated, consisting of (i) per-
sistent or static structures, and (ii) a set of values that
must be acquired and processed on the fly. We con-
sider as a case study the application of AI planning to
urban traffic control (McCluskey and Vallati, 2017)
for generating in real time traffic signal strategies for
a major road corridor of the Kirklees council, that is
situated in the Yorkshire county of the United King-
dom. We describe the knowledge acquisition process
that has been designed and developed, and we take the
opportunity to provide insights into the challenges of
generating, validating, and verifying complex initial
states on the fly. In particular, we discuss the lessons
learnt, and we point to important lines of research for
knowledge engineering and acquisition to foster the
use of AI planning in real-world applications.

2 RESEARCH CONTEXT

Traditional approaches to urban traffic control are
based on the idea of generating fixed strategies for
frequent traffic patterns, such as morning and evening
peaks, and off peaks. This approach is problematic
when unusual or unexpected events happen: consider-
ing the impact of COVID-19, for instance, traffic vol-
umes have suddenly varied from −80% to +30% of
typical pre-COVID traffic conditions, and the compo-
sition and journeys of traffic has drastically changed
as well. To deal with such quickly-changing condi-
tions, strategies of interventions have to be generated
on the fly, considering the current actual conditions of
the network.

Generating a detailed strategy of interventions to
manage an unusual situation in real time is consid-
ered to be beyond the capacity of human operators.
In this situation, automated planning can help strat-
egy generation if data describing the current situation
is available and adequate, and a domain model has
been constructed and validated to mirror the applica-
tion domain.

In this paper we consider an urban road traffic
management scenario, where strategies generated are
changes to traffic signal timings over a period of time,
in response to some real-time goal. Transport oper-
ators need the ability to produce regional strategies
in real time which will deal with abnormal or un-

expected events such as road closures and incidents.
These cause huge delays and decreased air quality be-
cause of excessive congestion and stationary traffic.
The existing conditions and set of corrective goals re-
quired to deal with these events are so varied that de-
tailed strategies are impossible to draw up a priori in
a large, dense urban area.

There is a growing interest in the planning and
scheduling community in dealing with urban traffic
control problems, particularly with regards to traf-
fic signal control. On the scheduling side, the SUR-
TRAC approach utilises a distributed scheduling sys-
tem which controls traffic signals in urban areas (Xie
et al., 2012; Hu and Smith, 2019; Smith, 2020). In
SURTRAC, each junction is controlled by a schedul-
ing agent that communicates with connected neigh-
bours to predict future traffic demand, and to min-
imise predicted vehicles waiting time at the traffic sig-
nal. It is currently deployed in Pittsburgh, USA, with
its distributed approach suggesting good scale-up but
less goal flexibility than if utilising a centralised AI
planning approach.

On the planning side, Gulic et al’s system (Gulić
et al., 2016) involves joining together a SUMO simu-
lator (Lopez et al., 2018) to an AI Planner, via a mon-
itoring and execution module called the “Intelligent
Autonomic System”. The planning representation
was done using PDDL 2.1 (Fox and Long, 2003), with
no explicit representation of vehicles in the planner.
Instead, traffic concentrations on road links are rep-
resented by relative density descriptors, such as very-
low, low, medium and high. Traffic light change ac-
tions are enumerated to cover all the ways that a par-
ticular configuration would effect the arrangements of
road links. By abstracting away from explicit counts
of vehicles, the system can deal with regions con-
taining thousands of vehicles. Also, the close cou-
pling with SUMO demonstrates the use of monitoring
and replanning very effectively, and allows exhaustive
testing of the system under sets of disturbances (vehi-
cle influx, road closures). The work by Pozanco et
al. (Pozanco et al., 2021) exploits a similar approach
to those of Gulic et al, but extends it in a number of
ways: the most remarkable being the ability to learn
and continuously evolve the knowledge model to bet-
ter adapt to the network behaviour. A different line
of work (Vallati et al., 2016; McCluskey and Val-
lati, 2017) exploits PDDL+ for encoding a flow model
of vehicles through traffic-light controlled junctions.
The length of traffic light phases are under the con-
trol of the planner, that can decide to prioritise some
traffic flows, in order to reach specified goals (a phase
determines which of the flows through that junction
are on and have traffic flowing). Goals are specified
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in terms of numbers of vehicles desired on some crit-
ical road links. This work follows on the PDDL+
approach. Next section is devoted to explain what a
PDDL+ planning problem is, and what entails. Then,
we see the PDDL+ model of the urban traffic control
and how the various pieces of the encoded knowledge
are updated in an online, real-time context.

3 THE CASE STUDY

In this section we briefly introduce the PDDL+ lan-
guage, and the designed problem model, and then de-
scribe the characteristics of the target urban region.
Here we build on the work done in (McCluskey and
Vallati, 2017) to use PDDL+ planning to generate
strategies for dealing with unexpected or abnormal
circumstances in a controlled urban region, such as
accidents, roadworks, etc.

3.1 PDDL+ Planning

Automated planning deals with the problem of find-
ing a plan (a sequence of actions) that transforms the
environment from an initial state to some desired goal
state (Ghallab et al., 2004).

A planning task comprises a domain model and
a problem model, where the former defines opera-
tors while the latter consists of objects, initial state
and goal condition. The domain model and the prob-
lem model are referred to as the knowledge models,
as they encode all the knowledge needed by an auto-
mated reasoner to solve the corresponding task.

PDDL+ is a language based on first-order logic
that uses propositional, numeric predicates called flu-
ents together with the standard connectives used in
logic to postulate boolean and numeric formulas over
them.

A PDDL+ domain model is defined by the tuple
〈F,X ,A,E,P〉:

• F and X are sets of propositional and numeric flu-
ents, respectively. A propositional fluent can be
true or false. A numeric fluent can instead take
any value from Q∪{⊥}.

• A is the set of actions. Each action is a pair
a = (pre(a),e f f (a)) where pre(a) is a first or-
der formula, and e f f (a) is a set of Boolean and
numeric effects. Boolean effects are assignments
〈p,{>,⊥}〉 with p ∈ F where numeric effects are
assignments 〈p,ξ〉, with ξ being an arithmetical
expression.

• P is the set of processes. As an action, a process
p is a pair p = (pre(p),eff(p)) with the difference

being that eff(p) only involves numeric additive
assignments.

• E is a set of events. Events are syntactically equiv-
alent to actions.

The difference between actions, and processes and
events is that, while actions are under the control
of the agent, processes and events are spontaneous
changes of the environment that apply as soon as their
precondition holds.

Given a PDDL+ domain model, a PDDL+ prob-
lem model is the tuple 〈I,G〉 where:

• I is a complete fluent assignment over F and X
representing the initial state .

• G is syntactically equivalent to a precondition of
an action, and represents the goal condition.

As an innovation w.r.t. more basic forms of plan-
ning (Ghallab et al., 2004), a PDDL+ plan is a set
of actions from A associated with a time-stamp, and
a time horizon. Intuitively, the time-stamp indicates
exactly when an action is to be executed. A plan is
said to be valid iff all actions are applicable at their
time and the goal is satisfied at the prescribed hori-
zon. More details about the syntax and semantics of
PDDL+ can be found in (Fox and Long, 2006).

3.2 The Problem Model in Urban
Traffic Control

A region of the road network can be represented by a
directed graph, where edges stand for road links and
vertices stand for junctions. One vertex is used for
representing the outside of the modelled region. In-
tuitively, vehicles enter (leave) the network from road
sections connected with the outside. Each link has a
given maximum capacity, i.e. the maximum number
of vehicles that can be, at the same time, in the corre-
sponding road, and the current number of vehicles of
a road link, which is denoted as occupancy.

Traffic in junctions is distributed by turnrates that
are defined using a dedicated predicate, between cou-
ples of road links. Given two links rx, ry, a junction i,
and a traffic signal stage p such that rx is an incoming
link to the junction i, ry is an outgoing link from i, and
the flow is active (i.e., has green light) during stage p,
the flow rate (rx,ry,i,p) stands for the maximum num-
ber of vehicles that can leave rx, pass through i and
enter ry per time unit. Notably, turn rates are defined
only for permitted traffic movements. In other words,
the existence of the predicate gives information about
the structure and topology of the network, while its
numeric value provides information about the amount
of vehicles that can move. In our model, the turn rate
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value is given in “passenger car units” PCUs per sec-
ond. For the sake of simplicity, we assume that vehi-
cles going in the same direction move into the correct
lane, thus not blocking other vehicles going in the dif-
ferent directions.

Junctions are described in terms of a sequence
of traffic signal stages. Specifically, junctions con-
tain a signal stage, and stages are connected using
a next predicate to define their sequence. According
to the active traffic stage, one (or more) flow rates
are activated, corresponding to the traffic lights that
are turned green. For each phase, the minimum and
maximum stage length is specified. Within this range,
the planner can decide whether to stop the phase cur-
rently active, or not. Between two subsequent signal
stage, an intergreen interval is specified. Intergreens
are (usually) short periods of time designed to allow
vehicles that are stacked in the middle of the junction
to leave, and pedestrian crossing time, before the next
stage is started. The state of a junction is specified
using an active predicate, that encodes which stage a
junction is on, and the greentime and intertime val-
ues, that specify either the greentime of the currently
active stage, or how much time has been spent in the
intergreen between the active stage and the next one.
The model was encoded so that some junctions can
be declared as not under the control of the planner, by
introducing an artificial predicate called controllable.

Given a fully specified traffic planning problem,
and using a domain model based on that described in
(McCluskey and Vallati, 2017), the goal is currently
specified in terms of desired occupancy of some road
links. The task is to obtain this as soon as possible by
generating a traffic signal strategy that optimises the
length of traffic stages on the controlled junctions.

Figure 1 shows an excerpt of a problem model,
where the initial state of a junction j1 is specified:
stage1 is currently active and has been on green for
4 seconds; stage1 is followed by stage2, and the
green time of stage1 ranges between 10 and 120 sec-
onds. When stage1 is on green, two traffic flows
are active: one from road1 to roadX, and one be-
tween road2 and roadX. The occupancy and capac-
ity of road1 is also specified. Finally, a fictional goal
is described as the required occupancy of one of the
links of the network.

3.3 The Urban Region

The modelled area is situated in West Yorkshire,
United Kingdom, specifically within the Kirklees
council. It consists of a major corridor that links the
Huddersfield ring road with the M1 highway and the
southern part of the Kirklees council. It is heavily

(:init
(active stage1)
(= (greentime j1) 04)
(= (intertime j1) 00)
...
(contains j1 stage1)
(contains j1 stage2)
(next stage1 stage2)
(= (intergreen stage1 stage2) 05)
(controllable j1)
...
(= (turnrate stage1 road1 roadX) 00.3)
(= (turnrate stage1 road2 roadX) 00.2)
...
(= (mingreentime stage1 ) 10 )
(= (maxgreentime stage1 ) 120 )
...
(= (occupancy road1) 45.0)
(= (capacity road1) 54.0)
...
)
(:goal
(< (occupancy road1) 20.0)
)

Figure 1: An excerpt of a PDDL+ problem model focusing
on a single junction j1, and partially describing three links.
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Figure 2: A simplified overview of the modelled corridor,
in terms of junctions, links, and connection with the outside
region (rectangles).

used by commuters and by delivery vans to get to
the centre of the Huddersfield town, or to move be-
tween the M62 and the M1 highways. The corridor
is approximately 1.3 kilometres long, and consists of
6 junctions and 34 road links. Each junction has be-
tween 4 and 6 stages, and between 10 and 17 valid
traffic movements. A schema of the considered re-
gion is shown in Figure 2, in terms of links, junctions,
and connections with the outside region.

Traditionally, AI approaches for signal traffic con-
trol relies on traffic models, where the approaches can
be tested and optimised. The AI-based approach in-
teracts with a traffic simulator that provides all the
required data and performs all the simulation-related
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tasks. This is also the case of previous work ex-
ploiting AI planning approaches, where AIMSUN or
SUMO models were used (Vallati et al., 2016; Mc-
Cluskey and Vallati, 2017). However, for the con-
sidered area, and for most traffic networks, there is
no such traffic model available. This poses a signifi-
cant challenge for the exploitation of AI planning ap-
proaches, both in terms of data collection and in terms
of validation of the generated strategies. Notably, the
PDDL+ knowledge model can be also used as a simu-
lator, since it captures the dynamics of the movement
of traffic, as long as we can collect data to be used as
state information within PDDL+. To do this we note
that large parts of urban traffic systems are already
controlled by sensor-rich traffic-responsive mecha-
nisms. In our region, all the junctions of the area are
controlled using SCOOT (Taale et al., 1998), and we
can leverage on SCOOT sensors to collect data that is
needed by the AI planning system. SCOOT is a de-
mand driven, traffic responsive control aimed at han-
dling cycle-to-cycle changes in demand. In response
to changes in traffic flows, SCOOT would gradually
adapt and adjust the traffic signal timings. SCOOT
is dependent on its own local data sensors, usually
inductive loops embedded in the road surface. Fur-
ther, SCOOT stores the data coming from its sensors,
and its internal behaviour, into a dedicated database
called ASTRID (Hounsell and McDonald, 1990). The
data stored into ASTRID become a valuable source
of knowledge that can be used to automatically ex-
tract information about the structure of the controlled
region, as well as its recorded condition. However,
ASTRID is used to access historical data, as it re-
quires several minutes to process the data received by
SCOOT before making it available. There is therefore
the need to get access to SCOOT sensors to obtain a
real-time understanding of the traffic conditions.

4 ON-THE-FLY INSTANCE
GENERATION

For the considered case study, the planning system
would be invoked when unusual circumstances are
recorded in the controlled region. When this is the
case, there is the need to generate on the fly a planning
problem instance that accurately describes the traffic
network, and its current condition. It is pivotal to gen-
erate instances on the fly also because the quality and
informativeness of data, particularly with regards to
traffic flows, decay very quickly over time: to contex-
tualise this aspect, consider that the traffic demand in
15 minutes will include vehicles that, at the current
time, are tens of kilometres away from the controlled

region – travelling via the nearby motorway. There is
a broad range of events that can affect traffic flows in
such a large spatio-temporal space.

For designing and developing the on-the-fly
knowledge acquisition process, we took a systematic
approach. Starting from the problem model specifi-
cation (as shown in Figure 1), data required for the
initial state description have been classified according
to their static or dynamic nature. The former refers to
data that do not change within the class of problems
that it is currently addressed (in other words, does not
change when the considered urban region remains the
same). The latter refers to elements that continuously
change according to the status of the network and of
its junctions and links. This discrimination is made in
terms of PDDL+ predicates of the initial state descrip-
tion. For each required PDDL+ predicate, the relevant
data sources have been identified, its format speci-
fied, and the flow from raw data to the PDDL+ pred-
icate has been defined and documented. Static data
is extracted once per geographical region, via a ded-
icated pipeline, thoroughly validated and then stored
in an appropriately structured knowledge base. Dy-
namic data instead have to be extracted on-demand,
and dedicated adaptors and processing steps have to
be designed and deployed. Further, where possible,
validation and verification approaches have been put
in operation – to take into account faulty data or flaws
in the data flow.

Considering the case study problem, the following
data can be considered as static for a urban region to
control:

1. The topology of the road links, junctions, and re-
gion boundaries. This is encoded implicitly in our
model: the turnrate predicates (their existence)
are used to connect links and junctions, and each
link, junction, and stage corresponds to a PDDL+
object.

2. The vehicle capacity of all the road links. In our
model, this is given in numbers of PCUs which
takes into account the differing size of vehicles
using the capacity predicate.

3. The specification of the stages of signals, stage
progression constraints and the minimum and
maximum time that a signal stage can be set
for. This is encoded using a list of predicates
such as contains, next, mingreentime, and
maxgreentime.

4. Intergreen timings. Their duration is depen-
dent on stages (preceding and succeeding) and
junction. This is encoded using a dedicated
intergreentime predicate.
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5. The permitted traffic movements in a junction, i.e.
for each incoming link ri to a junction, all the des-
tination links that can receive traffic from ri via
the considered junction. These are specified by
the existence of a turnrate predicate for each
possible movement.

A large amount of data is instead dynamic, and
need to be adapted and processed according to the day
and time that the considered problem is modelling.

A. The average traffic flows between links in num-
ber of PCU’s per second. This information repre-
sents the number of vehicles flowing via a partic-
ular traffic movement of a junction at the consid-
ered time of day, when the corresponding traffic
signal stage is green. Flows in and out of bound-
ary junctions are a special case of this. As far as it
is concerned by the PDDL+ language, this kind of
data is encoded by the numeric value of turnrate
predicates.

B. The occupancy of the links of the network at the
initial considered time, i.e. the number of vehicles
for each of the links, expressed in PCUs. This is
encoded using a list of occupancy predicates.

C. The state of all the junctions, in terms of stage cur-
rently active (or intergreen) and time spent in that
state. For each junction, this is represented using
the active, greentime, and intertime predi-
cates.

Further, there is another kind of data that can pos-
sibly be required: the way in which the unusual cir-
cumstances are affecting the controlled region. For
instance, in the case of a road traffic accident, a lane
may operate at reduced capacity, affecting the incom-
ing and outgoing traffic flows. This kind of data can
be labelled as dynamic-unpredictable, since it is im-
possible to accurately predict, and it is strongly de-
pendent on the current circumstances.

Figure 3 provides an overview of the framework
that has been designed to automatically generate a
problem instance, green arrows indicate necessary
input. This comes under the form of (i) SCOOT
data being generated in real-time and stored into the
ASTRID database; (ii) specification of links, junc-
tions, etc. not under the direct control of SCOOT
and therefore not included in ASTRID; (iii) a manual
specification of the goal to be achieved; (iv) manual
specification of the changes to the model due to the
unexpected conditions (if needed), and (v) a specifica-
tion of the considered date and initial time. Date and
time are needed to correctly define the initial state of
the problem, particularly with regard to dynamic data.

The ASTRID database represents the cornerstone
of the architecture, as it stores all the data generated

and sensed by the SCOOT system deployed in the
region. From ASTRID, a number of reports, under
the form of structured files, are extracted and pro-
cessed, in order to produce part of the data required
for the initial state description of the planning prob-
lem. Notably, ASTRID is not suitable to be used for
real-time data, as it requires several minutes to pro-
cess the SCOOT input and make it available. Fur-
ther, ASTRID is not the only source of data about the
structure of the network. There is usually a number
of links and junctions not under the direct control of a
SCOOT system, that are therefore missing. This type
of additional data can come under different forms: for
the considered case study, it was extracted by manu-
ally checking maps of the region. Static data of type
1–5 is generated once for a considered urban region.
We created parsers which extract static network in-
formation from fixed format ASTRID reports which
include junctions, links, legal traffic movements, etc.
Such static data is then also needed to calculate dy-
namic traffic flows (as in A. above) for a specified day
and time. This is to be done by considering historical
data for similar period of the year, time of the week,
and time of the day. Finally, dynamic data about link
occupancy and state of traffic lights (B. and C. above)
is generated by processing the direct output provided
by SCOOT, on the basis of the known structure that is
derived by ASTRID.

Crucially, the time intervals over which dynamic
data are made available and can be collected (or
recorded in ASTRID) greatly varies according to the
type of data, and to the circumstances. For instance,
considering type C, for a given junction the SCOOT
system provides an update only when a stage ends,
and not at regular intervals. This means that it is not
possible to know a-priori when the next update will
come, as it depends on when the SCOOT system de-
cides to end the stage that is currently active. Simi-
larly, information about the occupancy of a link (type
B) are updated only a moment before the considered
link is allowed to discharge, i.e. a traffic light that
allows traffic to leave the link is set to green.

5 DISCUSSION AND LESSONS
LEARNT

This section focuses on the main lessons learned from
the challenges we had to overcome, and those still
outstanding.
Complexity of the Acquisition Process. Previous
applications of AI planning to urban traffic control re-
lied on the use of a traffic simulator as a proxy for
the real world. This greatly simplifies the knowl-
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Domain Model
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ASTRID

Problem Model
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required changes

Time and day

1--5

A

B and C

Links and junctions 
not directly 
controlled by 
SCOOT

Figure 3: Overview of the knowledge acquisition process for generating a planning instance for the case study. Green arrows
indicate input to be provided. Numbers and capital letters refer to the corresponding type of static and dynamic data.

edge acquisition process: all the elements are already
named using a unique identifier, data are consistent,
and all the units of measurement are unified and co-
herent. That is usually not the case when planning
knowledge models have to be generated on-the-fly
from a multitude of different data sources, including
historical data, real-time sensors, etc. As we early
discovered when modelling the case study area, the
same entities can be named in different ways accord-
ing to: (i) the data source, and (ii) the expected use of
the corresponding bit of information. There is also
no guarantee that data stored in different databases
are consistent and correct when pulled together, and
that the same measurement units are used. In prac-
tice, the above means that there is the need to: (i)
fully assess and understand all the data sources to
be able to grasp the differences; (ii) design and de-
velop dedicated interfaces for each source to extract
and format data; (iii) design and develop approaches
to merge data pulled from different sources, and (iv)
thoroughly validate and verify that once merged, the
resulting knowledge is correct and operational. In
the absence of a unified model that encompasses all
the data sources, the final validation and verification
step is extremely cumbersome, and may require man-
ual validation and verification. In our case study, we
had to resort to manual verification and debugging of
static data (as for Figure 3).
Data Interpretation. Data pulled from different
sources may require different interpretations. This
is not directly connected to the inconsistent use of
identifiers or measurement units, but more related to
the semantics of the data. The correct interpretation
is not explicitly described in the database or in the
pulled file / report, as it is not needed by domain ex-
perts, but is instead described in dedicated documen-
tation. This documentation is written for domain ex-

perts (road traffic operatives), and heavily relies on
domain-specific acronyms and concepts. While in
many cases there is a single semantically and syntac-
tically correct interpretation, there are cases where the
syntax of the data structure can lend itself to multiple
interpretations – those cases are the more challenging
to deal with, as the fact that an incorrect interpretation
is used can be hard to spot. In our case study we faced
this issue with one of the reports generated by the
ASTRID system. The report provides the sequence
of one type of model message (out of 94 types of
model messages) under the name of M37 messages,
that are generated by SCOOT to record traffic light
stages duration. Such reports have a single line per
message, and its syntax supports two alternative in-
terpretations: one where a message describes what is
going to happen next, and the other where a message
retrospectively describes what just happened. Select-
ing the wrong interpretation can hinder the exploita-
tion of the overall planning-based traffic control ap-
proach, as initial condition of the planning problem
will not accurately reflect the real-world status.
Verification of the Initial State. In recent years,
there has been a growing interest within the planning
community in tools and techniques for supporting
the design and deployment of planning techniques in
complex real-world applications (Vallati and Kitchin,
2020). This resulted in tools such as VS-studio (Long
et al., 2018) and approaches that rely on templates
to generate initial state descriptions of planning prob-
lems (Gregory, 2020). However, most of the exist-
ing tools do not provide appropriate support for the
verification of the initial state of a planning prob-
lem. This issue can have a limited impact when less
expressive planning formalisms (such as classical or
numeric planning) are used, but becomes pivotal for
PDDL+. Existing tools for supporting the knowledge
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acquisition of PDDL+ initial state descriptions mostly
rely on templates for automatising the process given
a valid, correct and consistent knowledge base from
which the initial state can be derived. There is a lack
of approaches that, given a PDDL+ domain and prob-
lem models, can help to verify whether the provided
initial state description is syntactically correct, but se-
mantically wrong for the application domain. In the
considered case study, examples of this include cases
where the maximum green time is lower than the min-
imum for a given stage, some of the traffic flows have
negative values, or the occupancy of a link is higher
than its capacity. Due to the semantics of PDDL+,
such issues are hard to debug, as they may not prevent
a planning engine from generating plans or from pars-
ing the model. To be automatically fixed, they require
dedicated techniques to be developed, either based on
the knowledge encoded in the domain model, or based
on some additional domain-specific knowledge pro-
vided aside from the PDDL+ models.
Goal Definition. In the urban traffic control domain,
there are both qualitative and quantitative ways to de-
fine desirable conditions of a traffic network. How-
ever, it is not straightforward to translate them into an
AI planning goal definition, as required by the used
PDDL+ language. On the one hand, the general idea
of having a goal to reach suits the application do-
main, as the planning-based approach is expected to
be utilised when unexpected or unusual issues arise;
this kind of exploitation supports the definition of a
goal to be reached to mitigate or solve the detrimen-
tal effects of the issue(s). On the other hand, in many
cases there is not a direct translation between the traf-
fic engineering ”goal” conditions, and a PDDL+ for-
mula that describes the properties of the desired sta-
tus of the network. In its current implementation, the
goal definition is left to be manually specified. A
step towards a fully automated on-the-fly generation
of problem models is the use of predefined goal tem-
plates: considering a range of expected issues, tem-
plates of goal definitions can be designed. On the
fly, an appropriate template can be selected and pop-
ulated according to the characteristics of the planning
problem at hand. This will require the integration of
dedicated techniques for guaranteeing that the goal is
reachable and it fits the needs of the network condi-
tions – ensuring that it will not lead to a worsening of
the issues.
Handling Time. The generation of the initial state
using the described data flow is extremely quick, and
is usually completed in less than 1 CPU-time second.
On the other hand, the planning process can take up to
a few minutes: in our case study we set the cutoff time
to 5 minutes, but plans are usually generated in less

than 1 minute. The time needed to generate a strat-
egy plan means that, by the time the plan is ready the
conditions of the network and of the junctions have
changed, and the plan is no longer applicable. To
overcome this problem we exploit the simulation ca-
pabilities of the PDDL+ model: simulating the evo-
lution is the traffic conditions is extremely fast, and
can be done considering historical data from a similar
time period. Given the initial conditions, we simu-
late the evolution of the network for 1 minute, and we
then use the resulting state as the initial state of the
planning process. In this way, we can preserve the
applicability of the generated plans, and allow up to 1
minute for the planning process. If a plan is not gener-
ated by the end of the 1-minute time window, we can
repeat the process and reduce the planning horizon –
i.e. the temporal length of the generated strategy –
to simplify the search process. We usually consider
short planning horizons of at most 15 minutes. In
other words, we aim at generating a traffic light strat-
egy that covers the following 15 minutes at most. This
is also done to reduce the probability that the network
conditions diverge from the simulated ones. Compar-
ing the data obtained from the PDDL+ simulator run
on a SCOOT-generated plan, with the real historical
data from SCOOT sensors, we have observed that the
PDDL+ model can simulate in an accurate way the
evolution of the traffic network conditions for up to
15-30 minutes: the longer the period, the higher the
probability of significant differences.
Validation of Generated Plans. Even though it is
not shown in Figure 3, validation is a crucial step of
the knowledge acquisition process, and of the deploy-
ment of the planning system. There exists a range of
approaches to validate PDDL+ plans: VAL (Howey
et al., 2004) is a well-known tool; planning engines
such as ENHSP (Scala et al., 2020) include valida-
tion modules, and KE tools such as VS-studio can
support validation by using VAL and providing visual
representation of the plan. Existing validation tools
are designed to return binary output about the valid-
ity of the plan with regards to the considered mod-
els, and maybe some additional information about
PDDL+ events and processes that are not explicitly
mentioned in plans. There is a lack of support for
the identification of the reasons why a plan fails the
validation check, and the suggestion of corrective ac-
tions. In PDDL+, the need is exacerbated by the fact
that events and processes are automatically triggered
and executed, and not shown (or not easy to follow)
in the solution plan.
Dynamic-unpredictable Data. This kind of data is
extremely hard to acquire, as it is heavily dependent
on current circumstances and the way in which they
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affected the network. For instance, a road traffic ac-
cident on a link will reduce the capacity of the link,
or some unplanned roadworks can change the valid
traffic movements of a junction. From a modelling
perspective, such cases can be handled in two ways,
(i) by modifying the static data to reflect the changes
in the topology and structure of the network, and (ii)
by modifying the dynamic data appropriately. As an
example of type (ii), the fact that a traffic movement
is not allowed in a junction can be modelled by as-
signing it a value of 0.0 PCUs per second – i.e. no
vehicles move through that. When possible, we are
currently following the second approach, as it does
not require to modify the static data and the corre-
sponding pipeline. However, these changes have to
be done manually with the support of a domain ex-
pert. Further, there are cases where this approach will
not work, for instance in the extreme case of the com-
plete failure of traffic lights within a junction. Such
cases have to be manually addressed, to make sure
that the knowledge encoded in the problem instance
accurately reflects the modifications.
Uncertainty. Planning in the urban traffic control
domain involves a significant degree of uncertainty.
First, as described in the above paragraph, there are
aspects that are basically impossible to predict. Sec-
ond, as dynamic data is collected from sensors, there
can be measurement errors, and sensors can be faulty.
Measurement errors are quite common in the pres-
ence of SCOOT pressure sensors that cover multiple
lanes: they tend to underestimate the volume of traffic
as multiple vehicles crossing the sensors concurrently
over different lanes are counted as a single vehicle.
Third, the SCOOT system does provide sensors read-
ings for a link only when the green time for that link
terminates. In other words, there can be variable dis-
tances between two subsequent readings and, at the
point in time when the initial state description of the
planning problem instance is generated, some links
will have more recent readings than others. This has
the potential to increase the noise of the initial state.
In our case study, the first class of uncertainty has
been dealt with by the support of human experts that
are manually describing how the event is affecting the
model. The second is dealt with by including in the
processing appropriate correction factors, and check-
ing for unusual values that can indicate malfunction-
ing of a sensor. Finally, the third type of uncertainty is
currently dealt with by averaging the values between
two subsequent readings. In the future, we plan to em-
ploy an approach based on warm-ups, as used by other
traffic simulators, where the planning system is run
over a short period of time, to stabilise the modelled
traffic conditions, before the actual planning process

is started.
Transferability of the Acquisition Process. With
regards to the knowledge acquisition process pre-
sented in the previous sections and shown in Figure 3,
a question that naturally arises is: how easy would it
be to transfer such process to a different urban region?
In principle, the overall process that allowed to design
the exploited knowledge acquisition architecture, that
includes discriminating between static and dynamic
data, identifying relevant data sources, etc., can be
easily transferred between urban regions. However,
the adaptors and parsers designed for the case study,
as well as the designed approaches for validating and
verifying the acquired knowledge, are not likely to
be transferred easily if the current traffic control is
other than SCOOT. On the other hand, the experience
gained in the case study can be fruitfully exploited
to speed up the process, and to avoid repeating mis-
takes. The above question can be stretched also to the
transferability of the knowledge acquisition process
to different application domains. The intuition is that
the systematic approach that led to the design of the
acquisition process can be transferred to different ap-
plication domains, assuming the application domain
does not involve life-critical operations. In that case,
a significant effort has to be dedicated to ensuring that
acquired knowledge is correct and safe. In the case
of urban traffic control, this safety aspect is mitigated
by the fact that traffic lights are forced to follow very
strict regulations, and will ignore commands from the
planning system that do not comply with such regula-
tions.

6 CONCLUSION

In this paper we described the approach developed
for generating on the fly complex problem instances,
to be used for real-time planning of traffic light sig-
nals in a urban traffic network. Beside the need to
generate instances on the fly, the complexity of the
knowledge acquisition process is exacerbated by the
different kind of data and multiple data sources in-
volved – this is very different from the traditional way
in which planning approaches are tested using simu-
lators or thoroughly checked benchmark instances.

We exploited this opportunity to highlight the
challenges that this kind of knowledge acquisition
poses, and to present the solutions we used to address
them in the case study. As a take-home message, we
observed that there is a lack of support, in terms of
tools and techniques, for the validation of generated
solutions, the verification of the acquired knowledge,
and the inspection of models. While this is partly due
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to the PDDL+ language, that does not allow to de-
scribe for instance the characteristics of valid states,
there is also a lack of work in the area from the plan-
ning community, as highlighted by a recent analysis
(Chrpa et al., 2017; Vallati and McCluskey, 2021).

We see several avenues for future work. First, we
are interested in designing approaches to verify com-
plex initial states expressed in PDDL+; this can be
done either by leveraging on additional knowledge
provided as an attachment to a planning model, or
by analysing the characteristics of the domain model
to identify suspicious trajectories. Second, we plan
to extend the capabilities of existing validation ap-
proaches, to provide additional support when plans
are analysed. Finally, we are working on a language
for supporting the goal specification, that allows do-
main experts to express goals in a way that can then
be translated into actual PDDL+ code.
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Scala, E., Haslum, P., Thiébaux, S., and Ramı́rez, M.
(2020). Subgoaling techniques for satisficing and op-
timal numeric planning. J. Artif. Intell. Res., 68:691–
752.

Smith, S. F. (2020). Smart infrastructure for future urban
mobility. AI Mag., 41(1):5–18.

Taale, H., Fransen, W., and Dibbits, J. (1998). The second
assessment of the SCOOT system in Nijmegen. In
IEEE Road Transport Information and Control, num-
ber 21-23.

ICAART 2022 - 14th International Conference on Agents and Artificial Intelligence

396



Vallati, M. and Chrpa, L. (2019). On the robustness of
domain-independent planning engines: The impact
of poorly-engineered knowledge. In Proceedings of
the 10th International Conference on Knowledge Cap-
ture, K-CAP, pages 197–204.

Vallati, M. and Kitchin, D. E., editors (2020). Knowledge
Engineering Tools and Techniques for AI Planning.
Springer.

Vallati, M., Magazzeni, D., De Schutter, B., Chrpa, L., and
McCluskey, T. L. (2016). Efficient macroscopic ur-
ban traffic models for reducing congestion: a PDDL+
planning approach. In The Thirtieth AAAI Conference
on Artificial Intelligence (AAAI), pages 3188–3194.

Vallati, M. and McCluskey, T. L. (2021). A quality frame-
work for automated planning knowledge models. In
Proceedings of the 13th International Conference on
Agents and Artificial Intelligence, ICAART, pages
635–644.

Xie, X.-F., Smith, S., and Barlow, G. (2012). Schedule-
driven coordination for real-time traffic network con-
trol. In Proceedings of the 22nd International
Conference on Automated Planning and Scheduling
(ICAPS), pages 323–331.

On-the-Fly Knowledge Acquisition for Automated Planning Applications: Challenges and Lessons Learnt

397


