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Abstract: During the COVID-19 pandemic, many patients and healthcare professionals embraced the possibility of using available mobile devices and applications, exploring the opportunities to reduce the burden on strained services. However, despite strict surveillance under the European GDPR or Medical Device (MD) regulations, users are considered to be primarily responsible for verifying that their application of choice is approved and certified. We searched academic and grey literature and discuss some of the challenges related to the use of personal devices and mobile applications for health and medical purposes. Our position is that policies and technologies should be more considerate of users’ behaviour, which includes use of non-medical software for medical purposes, and situations where users seem to choose usability over safety.

1 INTRODUCTION

As the COVID-19 pandemic increased the burden in healthcare, staff, patients and the public turned to mobile technologies to improve efficiency in resources, patient care, information and communication. This raised questions and challenges relating to the use of personal devices, mainstream applications and even regulated mobile applications for health in healthcare facilities.

In Europe, existing regulations for medical devices and software (MDR, EU Regulation 2017/745), as well as for Data Protection (GDPR, EU Regulation 2016/679) have been recently reviewed (2017, 2018, 2020 and 2021) and their extended applications provide a reassuring framework to protect personal data and privacy of users. However, recent news in Ireland, regarding a cyber-attack on the national health service and a major fine for WhatsApp (discussed in Section 2), drew public attention to the issues related to the use of technologies for health or medical purposes. The risks of using smartphones in hospital settings may extend way beyond the control of regulatory agencies and institutions’ policies.

We searched the literature on the use of mobile devices and applications in hospital and healthcare facilities to identify risks associated with data protection, privacy, and safety, for both patients and healthcare staff, that might have been overlooked and need further attention. In this position paper, we highlight some challenges related to the use of personal devices and mobile applications for health and medical purposes. We present our findings following the People Policy Technology model (PPT) proposed by Schlarman (Schlarman, 2001), aligning social and technical dimensions of cybersecurity. Then, we discuss our proposal on possible solutions to address risks related to users’ behaviour (e.g. contamination, misuse, lack of awareness), use of non-regulated health-related apps (e.g. wellness and fitness apps, websites), and poor design (e.g. lack of transparency, difficulties in running user tests or clinical trials, access to specialized databases).
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2 MOTIVATION AND GOALS

Europe has strong legislation for data protection and privacy, with additional reinforcement when it concerns medical information. For example, in Ireland, the Health Products Regulatory Authority – HPRA, is implementing the new EU MDR/IVDR regulation – which is now a legal requirement rather than a directive. Having been postponed due to the COVID-19 pandemic and its implications, the new regulations have become fully applicable since the 26th May 2021. This results in ‘clearer requirements for clinical data on medical devices’ and ‘more specific product requirements’, including technical standards.

However, users are considered primarily responsible for verifying that the apps of their choice are approved and certified. There is some evidence that more actions are needed to protect users. We outline below two events in Ireland that recently featured in worldwide news.

In December 2018 the Data Protection Commission (DPC) initiated an investigation into the social media and instant messaging application WhatsApp. In September 2021, the investigation was concluded showing lack of compliancy with the GDPR transparency obligations. WhatsApp was imposed a fine of €225 million. We highlight this example as it raises concerns on the use of applications not compliant with MDR (non-MD apps) in healthcare settings. Because of the convenience of using general publicly available applications, the Ireland Health Service Executive (HSE) had approved, as an ‘exceptional provision’, the use of WhatsApp for messaging and video calls in 2020.

In May 2021, the HSE had data stolen in a cyber security incident. Criminal ransomware groups look for organisations with highly sensitive data and insufficient information security, generating big disruptions on services relying on computers. As a result of the cyberattack, there were major disruptions on access to medical records and services which lasted over five months.

Following this attack, measures and law enforcements were undertaken to improve the infrastructure and prevent future cyberattacks. However, it is unclear whether an improvement in information security, generating big disruptions on services relying on computers and data breaches.

Mobile Health (mHealth) is medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices (Kay et al., 2011). While there is a trend of increasing opportunities for design, development and adoption of mHealth, solutions for enhancing services and patient care are not restricted to MD regulated software. When users choose mainstream apps, or non-MD apps, to support their practices or treatment, they should pay attention to how personal and health data is processed, stored and shared. For convenience, medical staff and patients may be using mHealth solutions on their own devices, and raises additional concern (Wani et al., 2020).

The goal of this position paper is to present an overview of some of the factors related to the use of personal devices and mobile applications, in hospital or healthcare facilities, that raise challenges in data protection, privacy and safety for patients and staff.

3 METHODS

The PPT model (Schlarman, 2001) has been used in previous studies to evaluate risks of use of mobile devices in healthcare facilities (Wani et al., 2020). In the present paper, we define three categories for exploring the literature research, inspired by the PPT model (Table 1), or as follows:

- User behaviour: in the PPT model, Schlarman focuses on people responsible for the security process. We extend this approach to include general users, from healthcare staff having access to patient data, to data controllers and processors, as well as patients and family members. We do this for two reasons: (1) because there is a trend in technologies designed to support healthcare to consider a holistic approach and facilitate continuous monitoring and communication between care provider and patients and (2) because patients, as well as family members and caregivers, are also interested in safeguarding their personal and medical data. We argue that raising awareness for all groups of users could help them to adopt responsible behaviour.

- Policies and regulations: we refer to the existing regulations in Europe applied to the commercialization of medical devices and
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software, as well as general data protection regulations (GDPR). Following the examples from the literature, we included relevant examples of grey literature such as codes of conduct and hospital policies (Garousi et al., 2016; Wani et al., 2020).

- Mobile devices and applications: while the PPT model refers to all the products, tools and materials supporting security, we decided to highlight the challenges of detecting or controlling the use of personal devices, such as smartphones, due to their availability, ease of access and ubiquity. As mobile devices are not often designed for medical purposes, we decided to focus on software running on mobile devices, also referred as mobile applications.

Our literature search is limited to publications from 2010 up to 2021. We believe this data limit is sufficient to include literature considered representative of the recent advances and dynamic turnaround on mobile devices, network infrastructure, software availability and users’ practices.

Our literature search is limited to publications from 2010 up to 2021. We believe this data limit is sufficient to include literature considered representative of the recent advances and dynamic turnaround on mobile devices, network infrastructure, software availability and users’ practices.

Table 1: Overview of the focus of the present paper after PPT model.

<table>
<thead>
<tr>
<th>PPT model</th>
<th>Aspect highlighted or extended in the discussion of the present study</th>
</tr>
</thead>
<tbody>
<tr>
<td>People</td>
<td>Users’ behaviour, including all user groups having access and therefore responsibilities for the use of personal data for medical purposes, including medical staff and patients</td>
</tr>
<tr>
<td>Policy</td>
<td>EU Medical Device Regulations (MDR), EU General Data Protection Regulations (GDPR), Hospital Policies and Codes of conduct</td>
</tr>
<tr>
<td>Technology</td>
<td>Mobile devices such as smartphones, regulated MD software, including mobile applications, and general public software and applications, non-MD apps, having access to personal information</td>
</tr>
</tbody>
</table>

4 USERS’ BEHAVIOUR

Users are at the centre of our analysis. Data protection regulations and policies are designed to protect people’s data: personal information, medical records, and history of communication between patients and staff. Users are also the main operators of technologies, in charge of choices, decisions and interactions with systems and devices. It is important to consider factors driving their behaviour, from acceptance of technology to inappropriate use of systems. Table 2 presents the main group of users of mobile devices in healthcare facilities, from our analysis of existing policies.

Table 2: Groups of users of mobile devices in healthcare facilities in the context of the present study.

<table>
<thead>
<tr>
<th>Group of users</th>
<th>Actions or behaviours related to data protection in healthcare facilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, visitors, and informal carers</td>
<td>Usually responsible for their decisions in following prescriptions and recommendations</td>
</tr>
<tr>
<td>Medical staff, interns, students, and social workers</td>
<td>Usually responsible for making decisions, monitoring outcomes and supporting patients during treatment</td>
</tr>
<tr>
<td>Contractors, administration, and third-parties</td>
<td>Responsible for providing general infrastructure and resources</td>
</tr>
</tbody>
</table>

In the context of this paper, we also consider factors related to the users’ behaviour actions such as selecting a device or software, installing, initiating interaction, learning how to use the app, becoming familiar with a system, usages related to the system’s initial intended purpose, appropriation of the system for different purposes, and the choice to maintain use or stop.

Human errors are often related to security issues. Also, we consider whether users’ actions relating to data protection and safety could be intentional or unintended.

We would like to highlight the following behaviours that present risks for data protection, privacy and safety:

- **Use of personal devices:** There is evidence of medical staff using their own devices for work (Wani et al., 2020), for communication (Bautista & Lin, 2016; Wu et al., 2010), education (Cho & Lee, 2016) or clinical practice (Koehler, 2013). Attention is called to issues related to distraction (Gill et al., 2012), risk of infection (de Jong et al., 2020) and patient safety (D. McBride et al., 2015).

- **Inappropriate use of devices or apps:** It is necessary that users keep their devices safe, password protected, with operating systems and software up to date. Reasons for inappropriate use include lack of education, lack of awareness, and issues related to accessibility and availability of affordable options.

- **Use of non-MD apps:** The use of general apps during work could be considered inappropriate and generate negative attitudes from managers (D. L. McBride et al., 2015) or patients (Koehler,
2013). Recently, patients and staff acceptance of mobile applications and devices has improved, since it has been perceived as useful, facilitating communication or organisation (Benedictis et al., 2019; de Jong et al., 2020; Lee Ventola, 2014; Wyatt et al., 2020). However, general applications such as calendar, internet browser, and instant messaging can present risks as there is no guarantee that users will not disclose or store personal data (Benedictis et al., 2019; Dexheimer & Borycki, 2015).

- **Disclosure of personal or medical data inadvertently**: Users may disclose personal information when seeking health information online, or posting reviews for apps and services. Many are unaware of the fact that their pictures, full name and contact details may be publicly displayed. Additionally, some users may not understand what characterises personal and medical data, how technologies process and store them and the risks associated with use of non-MD apps for health-related purposes.

- **Lack of awareness and accessibility on policies and regulations**: As with “Terms and Conditions”, many users only have access to existing policies and regulations if actively looking for them. Often the language used can be a barrier for the users to comply with safety and security guidelines. Furthermore, users tend not to read the ‘small print’, and therefore may not be aware of breaches of specific policies and regulations which their use of an app may cause.

In summary, many difficulties in misuse of medical software are not caused by the software itself, but rather, by the inappropriate use of the software. Users may not have enough understanding on what characterises personal and medical data, how technologies process and store them and the risks associated with use of non-MD apps for medical purposes. Additionally, users do not necessarily understand the importance of MDR, and may not be on a position to verify compliance or appropriate use of them.

5 POLICIES AND REGULATIONS

Given the issues pertaining to Users’ Behaviour as discussed in the previous section, it is important that we present and discuss the current regulations and policies concerning the use of mobile devices and apps in healthcare settings.

5.1 GDPR and MDD Devices and Software

By definition, Medical Devices (MD) include a wide range of products used in healthcare and are subjected to strict regulations, which vary depending on the class of device. In Europe, MDs are reviewed by notified bodies (e.g. National Standards Authority of Ireland – NSAI, Health Products Regulatory Authority HPRA) and, once certified compliant, they are distinguished by a CE mark (European Conformity), which indicates, amongst other criteria, that the product has been adequately tested, that medical claims are supported by clinical data and that users are correctly informed about safety of use.

Software, such as mobile applications, once intended for medical purposes are also considered a medical device. After a transition period of three years, the new MDRs are applicable, and include reinforcement of risk assessment, post-market surveillance and investigations of clinical evidence. The collection and processing of personal information is a sensitive issue, not limited to medical devices and software. In Europe, the General Data Protection Regulation (GDPR) was put into effect on May 25, 2018. Data protection and processing policies include limitations on data storage, third party transfers, data anonymisation and pseudonymisation and disclosure.

We outline some of the issues currently faced by the users of MDs that seem uncovered by existing regulations:

- **Users’ responsibilities** It is the responsibility of the manufacturer, or in the case of software, the developer, to follow MD regulations. Compliancy is required before products are placed in EU markets. However, it is responsibility of the user to verify that devices and software used for medical purposes are appropriately CE marked. It seems to us that users may not be aware of their responsibilities in ensuring that regulations are applied, apps are compliant and that their use is fair and appropriate.

- **Distinction between MD and non-MD apps**: For mobile apps and software, it is difficult for the users to distinguish regulated and non-regulated options in applications stores. Many MD apps might remain unknown or inaccessible.
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Additionally, non-MD apps may seem an easy option to users who are often unaware of the implications of use on data protection and privacy.

- **Assessment of compliancy**: mHealth apps for use in the Irish public healthcare system must complete a Privacy Impact Assessment (PIA) to ensure compliance with privacy and GDPR. This process is detailed and can be lengthy (MacEntee, 2021).

- **PIA not suitable for small systems**: An examination of research has indicated that PIAs are designed for large scale systems but do not identify privacy issues when applied to a variety of smaller scale mHealth apps. This research also suggests that one size does not fit all with respect to PIAs and mHealth apps.

- **Transparency of selection and compliancy over time**: As with many apps, mHealth solutions should be constantly updated and improved, as they might be dependent on the configurations of operative systems and devices. Major updates should be complying with the regulations. However, the current offer can quickly become obsolete and present risks of safety and security for the users.

- **The gap between designers, practitioners, and regulatory authorities**: From conception to launch in the market, users’ needs must be identified and met. The challenges in accessing patients for user tests and clinical trials are barriers to improving design, reliability and possibly effectiveness of digital solutions.

### 5.2 Policies and Codes of Conduct

Other regulations exist and try to cover aspects related to the use and application of MDR and GDPR. With regards to healthcare, hospital and institutions usually define and circulate their policies, and members of staff should respect existing codes of conduct. Examples are the HSE Data Protection Policy\(^9\) targeting people who may have access to patients and their data including ‘staff, students, interns and work experience candidates, contractors, sub-contractors, agency staff, medical colleges and authorised third party commercial service providers’. According to the literature (Bautista & Lin, 2016; de Jong et al., 2020; Johnston et al., 2015), some issues around policies and codes of conduct can relate to

- **Target groups not inclusive**: Policies and codes of conduct are provided to staff, students, interns, and contractors, who are informed and obligated to comply. Patients are usually not included as target groups.

- **Non-generalisable**: Policies and procedures are local, and can apply from institutions, groups, and localities to national bodies. It is difficult for users to be aware of these variations, as well as for developers to adapt the systems to current guidelines and updates.

- **Lack of implementation plans and training**: Policies usually do not define how training is going to be provided.

Finally, there is often a lack of communication, accessibility and availability. Some users might be unaware of their responsibilities and general codes of conduct.

### 6 MOBILE DEVICES AND APPLICATIONS

As presented in the introduction, the focus of this paper is to discuss the use of personal mobile devices in healthcare settings, and to discuss issues related to the use of mobile applications having access to personal data in these settings, potentially with medical or health information.

Because of the regulations in place, it is important to distinguish the risks associated with the use of regulated MD software, which includes MD mobile apps, to risks of using mainstream non-regulated mobile apps that can also be used for medical or health-related purposes.

#### 6.1 MD Mobile Apps

MD software designed for monitoring patients, facilitating diagnosis or self-management of care is subject to regulations according to the clinical category and risk assessment defined by MDR. Some issues include:

- **Customisation of MD apps**: Some institutions would support the development of private solutions, e.g. specially designed communication platform for staff-patients or staff-patients. This can be costly, and users might prefer interfaces that are familiar.

- **Some mHealth solutions are excluded from MDR**: mHealth apps are currently being developed to support many medical fields, including dermatology, paediatrics, cardiology,
oncology, and a variety of chronic conditions such as diabetes. They may also support assistive devices. Other areas such as falls, frailty and clinical trials also are covered under MD regulations. However, some health conditions such as mental well-being, pregnancy or menstruation can benefit from mHealth solutions. If not covered by MDR, users are at risk of losing control of very sensitive data.

**Intentional use of non-MD apps:** Users may intentionally choose apps with which they are familiar, prioritising usability over safety. Intentional use may include instant messaging between staff, teleconsultations, search of prescriptions or medication details, and booking appointments.

**Networks and communications:** As conventional server–client applications in PCs, mobile applications communicate with many cloud services and share information connecting to many networks and platforms. The use of private or public networks present risks to secure transfer of data and many users do not know how to keep their connections safe.

### 6.2 mHealth non-MD

Some apps, such as those developed to support wellness, fitness, period trackers, pregnancy, smoke cessation, diet, and nutrition, can collect a large amount of sensitive data from users, and most are not transparent on how this data is managed. We highlight the following issues:

- **Lack of transparency:** as for MD apps, it is the responsibility of designers and developers to provide users with information on the transparency of data collection, control of data capture, storage, and processing such as anonymisation, pseudonymisation, removal, time limits, and sharing. Lack of regulation makes non-MD apps less clear about how data is managed.

- **Third parties and shared data:** As apps are selected for available countries, the use of data by third-party in different countries is not always clearly indicated. From target advertisements to data breaches, and risks of safety and privacy to the users, existing regulations provide a reassuring framework. However, users do not always verify if apps developers are ethically responsible for the management and control of their sensitive data.

- **App permission:** Upon installation, use or updates, the users can grant permission, often unknowingly, as they do not check or read detailed terms and conditions, to mobile applications to capture, store, process or even share the users’ location, camera or audio recordings, media content or textual information. Recent mobile devices are equipped with many sensors enabling data collection: connectivity such as Wi-Fi and Bluetooth, contactless NFC, motion sensors as gyroscope, accelerometers are user to recognise levels of activity, localisation from GPS as well as Wi-Fi, biometric sensors, microphones, and others. If GDPR preconises fair use of data, users are not always attentive when enabling permissions to the apps installed in their devices. Apps do not generally give options to the users to select when and how to turn data access in or off.

### 7 CONCLUSION

We reviewed challenges related to the use of mobile devices and apps for health and medical purposes. As discussed in the literature, users might prefer to use their personal devices and familiar interfaces to improve the effectiveness of their practices, sometimes without understanding the implications or risks for data protection, privacy and safety. We argue that policies and regulations, as well as designers and developers, should be more considerate of users’ behaviour.

When the purpose of the system and its use of data is not transparent, there is a risk for data protection and privacy with unintended data breaches or security faults. Therefore, there is an onus on the software engineer or developer to ensure that the MD software such as MD apps, as well as general apps supporting mHealth are fit-for-purpose. It is responsibility of designers and developers to provide users with information transparency on data collection, control for data capture, storage, and processing such as anonymisation, pseudonymisation, removal, time limits, sharing.

References for this position paper were selected to enable an initial discussion on the issues raised by the use of mobile applications and devices in healthcare facilities, such as hospital and clinics. By referring to the PPT model, we have provided a holistic view of the issues related to use of smartphones in hospital observed in the past 10 years. Future work should further study the aspects highlighted in the present paper in the scope of security and privacy threats for conventional information systems. It would be important to take this step, as mobile applications create an additional
layer to collect, store and share health and medical data that are not restricted to MD software. Further studies could benefit from a historical perspective or to analyse the trends based on recent advances related to the adoption of mHealth solutions after the COVID-19 pandemic (Storni et al., 2021; Webb et al., 2020).

7.1 Future Work

We argue that the challenges outlined in this paper could be addressed by policies and regulations reinforcing the need for public training, education and awareness, and these could be two-fold:

- for users, about their choices and risks,
- for designers and developers, about transparency, ethics and their responsibilities.

It is necessary to provide users with information regarding their responsibilities in ensuring that regulations are applied, apps are compliant and that their use is fair and appropriate. Some suggestions are:

- **Supporting users to choose safe mHealth:** A possible solution would be a filter in digital stores, such as Google Play Store or Apple Store, to differentiate MD from general apps. Apps available in these stores must already comply with software development guidelines.
- **Involving users in the design process:** In Ireland, the digital transformation includes initiatives such as training and support to healthcare staff in identifying opportunities to design and develop technological solutions, offering unique insight to solving real-world problems.
- **A database of regulated mHealth:** This could help users, both patients and healthcare staff, to find the support they need from MD. This solution has been suggested in the literature as a mean to address general public and patients’ needs (Olivero et al., 2019). Recently, initiatives such as the NHSX in UK have been created to support the transition to the digital healthcare. As part of their services, manufacturers can apply to be listed in a selection of existing MD apps, and centralize their review and offer to healthcare staff.
- **Awareness and means to action:** Users also might be informed and provided with easier means to contact regulatory bodies for verification, information or indicate possible issues.
- **Improving user experience:** It is important that the design of mHealth solutions support users in making good choices, being aware of policies and processes, reflecting on transparency, reporting inappropriate use or system.

Regarding the responsibility of designers and developers, we highlight the following suggestions:

- **Education:** Guidelines should be presented early and regularly in educational settings to systems developers. These would cover best practices so that they would understand the factors involved in launching in the MD market and the issues with the use of non-regulated apps in healthcare. They should also be familiar with sanctions for security breaches or threats.
- **Improved design:** MD software should automatically prompt users with options for encryption or better management of security options. For example, public websites or search engines could detect use of personal data, such as fields labelled “first name”, “last name”, “date of birth” when classifying information and alert users.
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