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Abstract: The fundamental basis of human behavior is personality. This human characteristic influences the tastes and 
preferences of individuals and the way they interact and communicate with each other. Nowadays, individuals 
express their feelings, opinions, and ideas to the world by using digital communication platforms such as 
social media. In recent years, several studies have proposed different models that apply Artificial Intelligence 
techniques to identify personality traits based mainly on the Big 5 Personality Model and the three 
subpersonalities of the Dark Triad through the linguistic analysis of their comments online. In this work, we 
present a study about identifying narcissist dark triad psychological traits. We propose two Machine Learning 
models to analyze users’ behavior in social media. Concretely, we develop a Support Vector Machine and 
Naïve Bayes method to classify the comments as having non-narcissist or narcissist traits. To train and test 
the developed method, we have employed NLP techniques to process comments from Twitter and created a 
manual dataset. Three different techniques have been designed and applied to label each tweet and comment. 
Then, we conducted several evaluations in which both models reached promising results. 

1 INTRODUCTION 

Today's society promotes the use of information and 
communication technologies as fundamental tools for 
interacting through the web (Fuchs, 2007). Digital 
communication platforms, and mainly social media, 
have become prominent means for Internet users to 
express their ideas, thoughts, opinions and feelings 
through statuses, comments, and updates (Pratama & 
Sarno, 2015; Sewwandi et al., 2017; Tadesse et al., 
2018). 

Physical interaction between people is decreasing 
as people tend to communicate mainly through virtual 
media. The anonymity and privacy of these media 
promote the ability to communicate openly with any 
user from anywhere and at any time (Baccarella et al., 
2018; Sheldon et al., 2019; Van Schaik et al., 2018). 
This advantage in the use of technology also creates 
risks. For example, a user can become a victim of 
sexting, grooming, cyberbullying or scams through 
dating and relationship websites (Machimbarrena et 
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al., 2018; Sawyer et al., 2018). In all these scenarios, 
communication usually begins with a text message 
through a chat or email. Therefore, it is an arduous 
task to recognize the real intent of a person. However, 
it is possible to notice certain parameters of user 
behavior online by analyzing their written language. 
Studies in the field of psychology showed that there 
is a correlation between personality and linguistic 
behavior of a person (Boyd & Pennebaker, 2017; 
Pennebaker & King, 1999). 

Hence, access to people's public information on 
social media pages provides important clues about 
their personality and behavior (H. Ahmad et al., 
2020). Understanding user behavior can help to 
identify personality traits (Adeyemi et al., 2016). 
Several studies have proposed different techniques to 
classify online users' personalities by their comments 
on social media (Hastings et al., 2008; Reidy et al., 
2008; Sewwandi et al., 2017). Concretely, in the field 
of psychology, various personality traits have been 
described, including the so-called dark triad of 
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personality: machiavellianism, narcissism, and 
psychopathy (Jones & Paulhus, 2014). The three 
constructs are “overlapping, but distinct”. These 
personalities are used to identify those people who 
have characteristics or traits that are harmful to 
society. In other words, the dark triad describes three 
states belonging to "antisocial" mental schemes 
(Men, 2014) because they all focus, to varying 
degrees on social malevolence, on self-promotion, 
emotional coldness, duplicity, and aggressiveness 
(Paulhus & Williams, 2002).  

In fact, on the one hand, psychopathy is marked 
by high levels of impulsivity and thrill-seeking along 
with low levels of empathy (Robert D Hare, 1985; 
Lilienfeld & Andrews, 1996). “Concordant with their 
impulsive nature, psychopaths constantly seek risky 
endeavors” (Crysel et al., 2013), thrill (Paulhus & 
Williams, 2002), and stimulation (R D Hare & 
Neumann, 2006).  Individuals with subclinical 
tendencies of psychopathy are highly superficial and 
manipulate others (R D Hare & Neumann, 2006).  

On the other hand, Machiavellianism describes a 
manipulative personality trait, whose possessors are 
cynical, cold, and immoral (Christie & Geis, 2013; 
Jones & Paulhus, 2009; Rauthmann, 2012). The 
motives of this behavior are power, money, and status 
(Paulhus & Williams, 2002). Furthermore, 
Machiavellians, driven by egotism and competition, 
show pragmatic, anti-social, manipulative, exploitive, 
and duplicitous behavior (Jones & Paulhus, 2009; 
Rauthmann, 2012). They pursue their own goals by 
cunning deception and opportunism, amoral action, 
sharp dealing, and hidden agendas (Jones & Paulhus, 
2009; Paulhus & Williams, 2002).  

Finally, Narcissistic personality describes a 
pervasive pattern of grandiosity, need for admiration, 
and lack of empathy. These characteristics are 
denoted in early adulthood and are present in a variety 
of contexts (Paulhus & Williams, 2002). Narcissism 
is listed in the Diagnostic and Statistical Manual of 
Mental Disorders (DSM-V) (Association & others, 
2014) which clearly and precisely describes its 
diagnosed categories. People with narcissist traits 
tend to view them as intelligent, powerful, physically 
attractive, unique, and entitled (Bouncken et al., 
2020). Clinical characteristics of narcissism include a 
grandiose sense of self-importance, exaggerated self-
esteem, and fantasies of unlimited success and power 
(Association & others, 2014). Narcissists are 
disagreeable extraverts, aggressive, and like to debase 
others (Jonason & Webster, 2012; Paulhus & 
Williams, 2002). Narcissistic behavior is motivated 
by self enhancement and personal aspiration power 

and admiration (Bouncken et al., 2020; Campbell et 
al., 2011). 

Predicting, classifying, and identifying 
personality traits from social networks is a trendy 
research area in Computational Linguistics and 
Natural Language Processing (NLP). Different 
machine learning techniques have been applied to 
identify one of the three subpersonalities of the dark 
triad in particular psychopathy from user tweets 
(Moskvichev et al., 2017; Wald et al., 2012). The 
implementation of automatic systems to classify and 
predict narcissistic personality traits of the dark triad 
has been shallowly investigated.  

In this sense, in this paper we present a work that 
applies several machine learning techniques such as 
Support Vector Machine (SVM) and Naive Bayes as 
well as NLP methods to classify online comments as 
a narcissistic or non-narcissistic. The model helps to 
identify the characteristics of narcissistic language in 
a text.  

The rest of the manuscript is organized as follows: 
Section 2 analyses relevant works related to 
identifying the dark triad. Then, in section 3, we 
present the proposed solution. Here, we first describe 
the process of creating a dataset for training and 
testing by collecting comments from Twitter and 
annotating them. Then, we describe the built pipeline 
for pre-processing comments and training a binary 
classifier to automatically identify narcissistic 
personality traits. Section 4 presents the results of 
several experiments that we conducted to evaluate the 
model's precision. Section 5 concludes the paper and 
analyze future lines of research. 

2 RELATED WORKS 

In recent years, technological advancement has 
enabled the development of new ways for analyzing 
personality. Online spaces have increasingly become a 
medium for self-expression and social communication. 
Social media websites allow users to build an online 
identity, post content (text updates, links or images) 
and interact with others (Kulkarni et al., 2018). 
Consequently, new challenges have emerged along 
with new research lines as Computational Personality 
Analysis. One of the primary targets of this trend is to 
automatically identify and classify personal traits by 
using sophisticated NLP techniques (Celli et al., 2013). 
Generally, Text Mining, Machine Learning, Informa-
tion Mining and Computational Linguistics are some 
of the Artificial Intelligent disciplines used to build the 
computational prediction model in this topic (Salloum 
et al., 2017). Several authors have looked at automatic 
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personality identification through Social Media 
content coming from Facebook, Twitter and Linkedin 
(Alam et al., 2013; de Ven et al., 2017; Lukito et al., 
2016).  Ahmad & Siddique (2017) used a list of 
keywords related to the four dimensions of the DiSC 
model (Dominance, Influence, Submission, Compli-
ance) (Price, 2015). The dataset used was collected 
from Twitter. The study showed a correlation between 
vocabulary used and personality type and seated the 
groundwork for other personality studies using 
linguistic analysis. Varshney et al. (2017) used The Big 
Five personality model, which is a set of five broad 
personality trait dimensions or domains: Extraversion, 
Agreeableness, Conscientiousness, Neuroticism and 
Openness (Goldberg, 1990). They applied three 
different classification algorithms namely SVM, K-
Nearest Neighbor (KNN) and Multinomial Naïve 
Bayes (MNB), and they used the concept of "combined 
results" for identifying the  personality traits. Pratama 
& Sarno (2015) used the myPersonality Dataset and 
text classification methods (Naive Bayes, KNN and 
SVM) to identify personality traits from tweets. In the 
tests, Naive Bayes slightly outperformed the others. 
The dataset used in this work was obtained from 
myPersonality project sample data, which offered 
Facebook users a set of genuine personality and 
ability measures, and then gives them personalized 
feedback on their results (Stillwell & Kosinski, 2007). 
Tandera et al. (2017) did an experiment on 
personality prediction based on Big Five Personality 
Model using traditional Machine Learning and Deep 
Learning to classify the traits. For traditional Machine 
Learning, they used five algorithms Naive Bayes, 
SVM, Logistic Regression, Gradient Boosting, and 
LDA (Differential Language Analysis). In (Golbeck, 
2016), a psycholinguistic analysis was carried out 
calculating the frequency of words according to their 
meaning as sexual and antisocial words and profanity. 
They used the tool Linguistic Inquiry and Word 
Count (LIWC). The study recruited people from 
Twitter who was previously selected from a 
psychology site. Then, the Single Item Narcissism 
Scale (SINS) Test was given to them. As a result, the 
authors concluded that people who express hateful 
words or words related to negative emotions and 
antisocial have a high tendency to narcissism. 
Therefore, these kinds of expressions are one of the 
classification parameters for our research. 
Nevertheless, not all studies utilize social media 
resources to study personality traits. There are other 
research areas, such as graphology which utilizes 
handwriting to analyze these psychology features. In 
this sense, Wijaya et al., in (Wijaya et al., 2017) 
proposed a mobile application to predict users' 

personalities by analyzing their handwriting. 
Concretely, the application utilizes an SVM 
algorithm to classify manuscripts by considering 
graphology features like page margin. However, 
those research lines are out of the scope of our work. 

In the field of dark triad detection, several studies 
have been proposed to identify the characteristics of 
psychopathy (H. Ahmad et al., 2020; Moskvichev et 
al., 2017). Hancock et al. (2018) propose a study to 
examine whether people with interpersonally 
manipulative, callous effect, and criminal tendencies 
attributes are correlated to specific linguistic patterns. 
As a result, the authors conclude that linguistic traces 
of psychopathy can properly be identified in online 
communication. Wald et al. (2012) applied hybrid 
techniques for detecting psychopathy from tweets 
using an ensemble learning technique, known as 
SelectRUSBoost. The results state that using Select 
RUS Boost including SVM kernel generated the best 
result.  In other work (H. Ahmad et al., 2020), the 
researchers implemented a Deep Neural Network 
model, namely BILSTM for the prediction of 
psychopathy personality traits regarding online users.  

In this context, we observed that The Big Five 
Personality Model is the most frequently used for 
identifying personality. Twitter and Facebook are the 
most common social media sites for extracting data.  
Manual gathered dataset are commonly the most used 
and the most common techniques used are machine 
learning, classification, and linguistic features. 
However, to the best of our knowledge, neither 
classification methods nor corpuses have been 
developed for identifying narcissistic traits in Spanish 
texts. Therefore, in this work, we propose a model to 
determine the presence or absence of the narcissistic 
trait through applying Support Vector Machine and 
Naïve Bayes methods.  

3 THE PROPOSED SOLUTION 

This section contains the main development of our 
proposal. Since there is no availability of a dataset of 
texts annotated as having or not narcissist traits, we 
had to create our own dataset for training and 
evaluating a classifier. Thus, we first present the 
process followed for generating this data. Then, we 
describe the classifier. 

3.1 Dataset 

To drive our study, we created a dataset from Twitter. 
In this section, we describe the steps we followed to 
collect and annotate the data. 
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3.1.1 Triggering Tweets 

To collect comments (in Spanish) related to our 
domain, we published seven contextualized tweets on 
Twitter. Those seven tweets were related to the seven 
main traits that characterize the narcissistic 
personality: authority, self-sufficiency, superiority, 
exhibitionism, exploitativeness, vanity, and 
entitlement (R. N. Raskin & Hall, 1979). Besides, 
before we posted them, two psychologists validated 
them to ensure that users’ reactions to them could 
unseal the presence narcissistic traits. Table 1 shows 
three examples of the tweets published (we include 
their English translation).  

Table 1: Example of posted triggering tweets. 

Tweet text 
¿Cómo crees que actuarías ante el sufrimiento de tu 
peor enemigo, podrías sentirlo como tuyo, o prefieres 
cambiar e ignorar el tema? 
(How do you think you would act in the face of the 
suffering of your worst enemy, could you feel it as 
yours, or would you prefer to change and ignore the 
subject?) 
¿Escogerías entre la eutanasia de tu madre/ padre por 
cobrar una herencia? 
(Would you choose between euthanizing your mother 
/ father to collect an inheritance?) 
¿Si a un hijo tuyo le detectan una malformación lo 
darías en adopción, o preferirías que muera para no 
tener que cuidarlo o que no sufra discriminación? 
(If your child is found to have a malformation, would 
you give him/her up for adoption, or would you prefer 
him/her to die so you do not have to take care of 
him/her, or he/she does not suffer discrimination?)

3.1.2 Announcement 

To gain wider visibility and fostering discussion, 
several messages were spread through posts on 
Twitter, Facebook, and mailing lists. In those 
messages, users were asked to participate in the 
discussion as well as to fill out an NPI test voluntarily, 
which was available as a web form. We did not collect 
demographic information or any personal data. We 
had around four hundred participants recruited in this 
process that completed the NPI test. 

The NPI (Narcissistic Personality Inventory) test 
is the most widely used instrument for empirical 
research on narcissism in normal populations. The 
fundamental objective of the NPI is not to measure 
narcissism as a personality disorder but to identify the 
degree to which individuals differ in narcissism as a 
personality trait (R. N. Raskin & Hall, 1979). Several 
studies revealed that the NPI is an instrument that has 
construct validity (Emmons, 1984; García Garduño, 

2000; R. Raskin & Terry, 1988; Watson et al., 1984). 
The version used for this research consists of 40 
questions, which allow identify the seven main traits 
scrutinized before. This result is interpreted as a more 
significant presence of narcissistic personality traits 
in an individual. However, it cannot be taken as a 
diagnosis for NPD (Narcissistic Personality 
Disorder). Therefore, even someone who scores the 
highest possible on the NPI does not necessarily have 
NPD. 

3.1.3 Data Collection 

We collected comments for about six weeks. During 
the extraction process, we filter out tweets that were 
(i) responses, (ii) embedded some media, (iii) had 
links in the body of the message, (iv) were retweets 
or (v) has links to newspaper sites. 

Since we are analyzing the opinion/reaction of an 
individual on a particular topic, we decided not to 
include tweets that follow or publicize non-personal 
ideas since they are not helpful for our analysis. 

3.1.4 Annotation 

We applied three evaluations methods to analyze the 
dataset:  

i) We employed the NPI method (Narcissistic 
Personality Inventory), where a tweet was labelled as 
narcissistic or non-narcissistic depending on the NPI 
score obtained by its writer. Therefore, this method 
could only be applied to tweets created by users who 
commented any of the seven triggering tweets and fill 
out the NPI test. 

ii) We used a dictionary of words based on a result 
presented by Golbeck (2016) and the experience of 
two clinical psychologists. The dictionary contained 
the most frequent words used by narcissists. For 
instance, the term "odio" (hate) is frequently used by 
people with strong narcissistic traits. We utilized such 
a method due to the limited comments' length, only 
240 characters, and the short number of meaningful 
words such as verbs and qualifying adjectives that 
could be extracted from comments and could be 
helpful to unseal some personality traits. Thus, we 
established the two-word rule, which checked each 
word of an obtained comment with the words stored 
in the dictionary. Then, if at least two words were 
found in the dictionary, the comment was labelled as 
narcissistic, otherwise non-narcissistic. According to 
the literature, this rule has been widely applied in 
several approaches to filter tweets and reduce the 
number of false positives collected. For instance, 
Speriosu et al. (2011) consider only two words from 
a dictionary to filter non-English tweets. Similarly, 
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Srivastava et al. (2020) utilize such a rule to classify 
tweets that combine two Hindi languages, Roman and 
Devanagari. Also, Chellal et al. (2016) use it to select 
twits that will be provided to their incremental tweet 
summarization approach. Conversely, Toh et al. 
(2015) utilized the rule during the experiments, in the 
postprocessing phase, to reduce entries in the dataset 
that do not contain at least two words from various 
name lists.   

iii) Finally, we selected a subset of the comments 
and drove a manual analysis, which was conducted 
employing the criteria of two psychologist experts.  
The process consisted of both experts read, 
interpreted, and provided an opinion for each 
comment. Then, if both experts agreed with the 
opinions of “narcissistic”, the tweet was classified as 
such. However, if the experts made different 
opinions, they conducted a new review and 
discussion until both agreed.  

Table 2 details the number of tweets classified as 
narcissistic and non-narcissistic by each method 
described above. We have harvested 1092 tweets in 
total, from which 310 has been labelled as 
Narcissistic and the remaining as Non-Narcissistic. 

Table 2: Dataset Classification Statistic. 

Method Narcissistic Non- 
Narcissistic Total 

NPI Test 93 312 405 

Dictionary 119 358 477 

Manual 
Evaluation 98 112 210 

Total  310 782 1092 

3.2 Narcissistic Classifier  

The proposed methodology is mainly divided into 
two steps: (1) pre-processing data, where text data 
will be represented by utilizing the Vector Space 
Model; (2) narcissist classifier development, where a 
supervised model is designed and utilized to 
automatically identify whether a comment expresses 
narcissistic traits. Figure 1 shows the system 
architecture of our detection narcissism model. 

As Figure 1 shows, the pipeline of the classifier 
consists of two main tasks. Firstly, we pre-process the 
comments to remove punctuation, smileys symbols 
and stop words. Then, we tokenize the cleaned strings 
into a set of words that will be filtered by using a Bag 
of Words (BoW) model. We utilize such a model to 
extract terms that are used by people who have 

narcissism traits, according to two psychologists’ 
experts. Secondly, we build two different classifiers 
using machine learning techniques, such as SVM and 
Naïve Bayes. The filtered word lists feed the 
algorithms, and they classify if the users' texts are 
narcissistic or non-narcissistic.  

 
Figure 1: System architecture. 

3.2.1 Text Pre-processing 

In this phase, we applied some basic pre-processing 
steps to the acquired data set. People do not always 
use formal language in their tweets. Thus, we analyze 
each text and clean it by removing hashtags, 
mentions, punctuation marks, and accents. Once it is 
clean, we tokenize it in a set of words. Table 3 shows 
a comparison between an original and pre-processed 
tweet. Next, we filter out stop words, i.e. words with 
no meaning but that are required in the grammatical 
structure of the language (Leskovec et al., 2020).  

Table 3: Comparison of original tweet vs pre-processed 
tweet. 

Original Tweet Pre-processed Tweet
Es el sufrimiento de mi 
peor enemigo no podría 
sentirlo como mío 
solamente observaría 
como el karma castiga 
gente que hace mal 
.Solamente tendría pena 
por el o ella 😕 

(es, sufrimiento, peor, 
enemigo, no, podría, 
sentirlo, observaria, 
karma, castiga, gente, 
hace, mal, tendria, pena) 

3.2.2 Feature Extraction 

In this phase, we use the Bag of Words model to 
quickly identify words related to a specific domain, 
such as the most narcissists common words. 
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The Bag of Words model aims at representing text 
as occurrences of terms within a document. This 
representation allows measuring the frequency of 
each word or having a controlled vocabulary of 
known words to express sentences by fixed-length 
vectors. In this work, we have utilized the latter to 
identify narcissists common words systematically. 
Hence, we used the aforementioned dictionary built 
by the experts to identify those words on each tweet. 
As a result, we obtained a vector that relates the 
tweet's classification to the number of words inside 
the pre-defined dictionary. Therefore, when a tweet is 
analyzed, we tokenize it in a set of words. Then, for 
each contained word, we analyze whether it appears 
in the dictionary. If so, the column for this word will 
be set to one, and zero otherwise. Consequently, we 
obtain a binary representation in a fixed-length vector 
of 200, which is the size of the dictionary. Table 4 
shows an example of four different tweets in the Bag 
of Words model. The column classification 
represents how the tweet has been classified as 
narcissistic or non-narcissistic, and the columns 
('ignorar', 'odio', 'soy', 'unico', …) are the words of the 
dictionary and the values 1 and 0 indicate whether the 
word appears in each tweet (rows), respectively. 

Table 4: Table of tweets attributes. 

classification ignorar odio soy unico …
narcissist 1 1 0 0 …

non-narcissist 0 0 0 0 …
narcissist 0 0 1 1 …

non- 0 0 0 0 …
… … … … … …

3.2.3 Model 

The model presented was trained and tested on the 
Spanish corpus described in section 3.1. We used the 
machine learning library written in Python to train the 
model, namely Scikit-Learn (Pedregosa et al., 2011). 
The algorithms used for the training were: i) Support 
Vector Machine (SVM), a supervised learning 
algorithm that analyses the data and recognizes 
patterns used for classification (Schütze et al., 2008). 
SVM takes the set of training data and marks it as part 
of a category, then it predicts whether the test 
document is a member of an existing class; ii) Naïve 
Bayes (NB) is a probabilistic classifier based on 
applying Bayes' theorem with strong (naive) 
independence assumptions between the features 
(Duda et al., 1973). Naïve Bayes (NB) is one of the 
most well-known data mining algorithms for 
classification (Wu et al., 2008). 

To classify the presence or absence of narcissist 
traits in comments, we utilized a binary classifier. We 
conducted a series of tests with various scenarios to 
evaluate the accuracy of the algorithm. For model 
validation, we used a 5-fold cross-validation 
technique, applied over all data in each dataset (NPI, 
Dictionary, Manual and complete). 

4 EXPERIMENTS AND RESULTS 

In this section, we report and discuss the 
performances of the developed binary classifier to 
identify presence or absence of narcissist traits. We 
have measured the performance of our model using 
well-known metrics: precision (Prec), recall (Rec), 
F1-measure (F1) and accuracy (Acc).  

The experimental scenarios were performed using 
the dataset described in section 3.1 as well as its sub-
datasets (defined by the annotation method used). The 
two techniques indicated in section 3.2, namely NB 
and SVM, were evaluated and compared.  

Table 5 presents the results of NB and SVM 
narcissist classifiers (i.e. Narcissist is the positive 
class). The results for the complete dataset show that 
NB outperforms SVM in accuracy (0.79 vs 0.74), 
precision (0.67 vs 0.54) and F1 (0.56 vs 0.52), while 
they obtain similar results in recall. 

We wanted to analyze whether the annotation 
method used when constructing the dataset could 
directly affect the results. Thus, we did experiments 
using each sub-dataset, which showed the behavior is 
not very different (SVM only obtains better results in 
recall and F1 using the manually annotated sub-
dataset). Nevertheless, it is noticeable that the low 
performance of SVM in comparison to NB occur int 
the NPI-based sub-dataset. 

Table 5: Performance measures Narcissist classifier 
(unbalanced dataset). 

Narcissist classifier 

Dataset Classifier Acc Prec Rec F1 

NPI NB 0.83 0.62 0.70 0.65 

SVM 0.78 0.53 0.39 0.45 

Dictionary NB 0.83 0.70 0.53 0.60 

SVM 0.82 0.70 0.47 0.56 

Manual NB 0.74 0.82 0.56 0.67 

SVM 0.74 0.76 0.64 0.70 

ALL NB 0.79 0.67 0.49 0.56 

SVM 0.74 0.54 0.50 0.52 
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In Table 6 we present the results when the positive 
class is Non-narcissist. The numbers show again a 
better performance of NB in most metrics although, 
in general, the gap between them is narrower. 
Obviously, the accuracy is the same. 

Table 6: Performance measures Non-narcissist classifier 
(unbalanced dataset). 

Non-narcissist classifier 

Dataset Classifier Acc Prec Rec F1 

NPI NB 0.83 0.91 0.87 0.89 

SVM 0.78 0.84 0.90 0.87 

Dictionary NB 0.83 0.86 0.92 0.89 

SVM 0.82 0.84 0.93 0.88 

Manual NB 0.74 0.69 0.89 0.78 

SVM 0.74 0.72 0.82 0.77 

ALL NB 0.79 0.82 0.91 0.86 

SVM 0.74 0.81 0.83 0.82 

The main observation by comparing the narcissist 
and non-narcissist classifiers is that the latter obtains 
considerably better results in precision, recall and F1. 
For example, there is a difference of 0.3 in F1 using 
the whole dataset (both in NB and SVM). 

The reason of this so different performance may 
be because the dataset used is slightly unbalanced. As 
shown in Table 2 (section 3.1) there are 310 samples 
labelled as narcissists and 782 non-narcissists i.e., 
roughly a 30:70 imbalance ratio. This forces the 
classifiers to focus on learning how to classify the 
dominant class (i.e., the class with more examples). 

Then, we have carried out experiments with 
balanced datasets. We applied random under-
sampling to find equilibrium on each sub-dataset, i.e. 
we randomly chose 310 samples of non-narcissist 
class (93 NPI, 119 Dictionary, 98 manual). 

Tables 7 and 8 show the results of the experiments 
with balanced datasets, for the narcissist and non-
narcissist classifiers, respectively. The behavior of 
the models within their datasets is similar to the 
unbalanced datasets, with small modifications. That 
is, in general, NB also outperforms SVM in most 
metrics. However, the main differences are observed 
when comparing the results against those obtained 
with unbalanced datasets. We can observe that now 
the accuracy has decreased (e.g. 0.73 now vs 0.79 
before for NB with whole dataset). However, F1 
increases for narcissist classifier (0.72 vs 0.56), while 
decreasing for non-narcissist (0.72 vs 0.82). These 
observations confirm the effect of using an 

unbalanced dataset, the classifiers learn to identify 
better the dominant class (non-narcissist). 

Nevertheless, these conclusions must be taken 
with cautiousness due to the limited size of the 
balanced dataset. Thus, these conclusions need to be 
revised with an extended dataset. 

Table 7: Performance measures Narcissist classifier 
(balanced dataset). 

Narcissist classifier 

Dataset Classifier Acc Prec Rec F1 

NPI NB 0.85 0.84 0.88 0.86 

SVM 0.79 0.77 0.83 0.80 

Dictionary NB 0.88 0.93 0.83 0.88 

SVM 0.85 0.80 0.93 0.86 

Manual NB 0.76 0.80 0.67 0.73 

SVM 0.78 0.75 0.84 0.79 

ALL NB 0.73 0.73 0.71 0.72 

SVM 0.70 0.69 0.74 0.72 

Table 8: Performance measures Non-narcissist classifier 
(balanced dataset). 

Non-narcissist classifier 

Dataset Classifier Acc Prec Rec F1 

NPI NB 0.85 0.86 0.83 0.84 

SVM 0.79 0.81 0.74 0.77 

Dictionary NB 0.88 0.85 0.93 0.89 

SVM 0.85 0.92 0.77 0.84 

Manual NB 0.76 0.72 0.84 0.78 

SVM 0.70 0.81 0.71 0.76 

ALL NB 0.73 0.73 0.74 0.73 

SVM 0.70 0.72 0.66 0.69 

To improve the results in all datasets it is 
convenient to implement other NLP techniques that 
allow the textual analysis of the comment and the 
frequency of words. It is also possible to include the 
emoticons denoting positive or negative emotions 
contained in the comments. 

The present study showed that it is possible 
identifying effectively narcissistic traits focusing on 
specific linguistic features. The work presented by 
Sumner et al. (2012) shows that there is a high 
correlation between the words that users use on 
Twitter with the personality they have. Also, several 
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works cited in this research have identified 
psychological traits applying machine learning 
different techniques such as SVM, KNN, Naive 
Bayes, Logistic Regression, CNN. The results 
obtained by these researchers showed an accuracy of 
about 0.75, which suggests positive results for our 
research, mainly using Spanish text for identifying 
narcissistic traits which, as far as we know, no 
exploration has been conducted. Other approaches 
correspond to the identification of personality traits 
(Tandera et al., 2017) and psychopathy dark traits (Wald 
et al., 2012). To the best of our knowledge, neither 
classification methods nor corpus have been 
developed for identifying narcissistic traits in natural 
text. This study is an initial attempt towards ‘people 
profiling with traits narcissist’ with the help of tag 
words that can be a useful tool in many other areas 
such as marketing, promotions, advertising, sales, IT 
applications, anthropological studies, and social 
media, etc. 

5 CONCLUSIONS 

Personality traits can be predicted by user-generated 
content on social media. As we studied in the 
literature review, personality traits analysis is 
attracting interest due to the exponential use of social 
media (Arnoux et al., 2017; Pratama et al., 2015). 
Twitter is a powerful source of information about a 
person's psychological individuality. Identifying the 
personality trait of the dark triad narcissistic from 
online content is a challenging problem.  

This work captured and analyzed tweets with a 
linguistic perspective. The research was based on 
background studies on identifying narcissistic traits 
(García Garduño, 2000; Golbeck, 2016; R. Raskin & 
Terry, 1988) and the validation of two clinical 
psychologists. The objective was to train an 
automatic classification model for identifying the 
narcissist traits' presence or absence using supervised 
machine learning algorithms such as the SVM and 
Naive Bayes. We created a dataset by gathering 
comments (in Spanish) from Twitter to experiment 
with the proposed method. We applied different 
(semi-automatic and manual) techniques to label the 
collected messages, namely an NPI test, a dictionary 
of narcissistic words and a manual review.  

The results of our experiments showed a 
promising approach for predicting the traits of the 
dark triad narcissistic. The highest accuracy (0.8) 
obtained was using the Naive Bayes and dataset 
validated with the dictionary. The lower results were 
harvested using the mixed dataset. 

We concluded that Naïve Bayes outperforms 
SVM in most metrics and experiments, obtaining an 
accuracy of 79% using the complete dataset for 
identifying narcissist traits in short texts. While this 
value cannot be compared to other works with the 
same goal (we did not find other systems), this 
performance result is in line to other works that apply 
machine learning to identify other psychological 
traits. In this research, we presented a fundamental 
idea, but there is some work in progress, from which 
we will try to increase the performance of the 
classifiers presented. 

For future work, the study will consider 
increasing the scale of the dataset by adding new 
samples. Also, improve the classifier to identify not 
only whether the texts contain narcissist treats, but 
also to recognize which of the seven traits of the 
narcissistic dark triad is present.  In addition, we are 
considering improving the preprocessing of texts. For 
instance, we plan to employ semantic approaches to 
analyze a word not as an isolated entity but in its 
context. We plan to analyze the performance of other 
supervised and non-supervised learning algorithms in 
the problem facing in this work. 
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