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Abstract: In recent years multi-label, multi-class video action recognition has gained significant popularity. While reasoning over temporally connected atomic actions is mundane for intelligent species, standard artificial neural networks (ANN) still struggle to classify them. In the real world, atomic actions often temporally connect to form more complex composite actions. The challenge lies in recognising composite action of varying durations while other distinct composite or atomic actions occur in the background. Drawing upon the success of relational networks, we propose methods that learn to reason over the semantic concept of objects and actions. We empirically show how ANNs benefit from pretraining, relational inductive biases and unordered set-based latent representations. In this paper we propose deep set conditioned I3D (SCI3D), a two stream relational network that employs latent representation of state and visual representation for reasoning over events and actions. They learn to reason about temporally connected actions in order to identify all of them in the video. The proposed method achieves an improvement of around 1.49% mAP in atomic action recognition and 17.57% mAP in composite action recognition, over a I3D-NL baseline, on the CATER dataset.

1 INTRODUCTION

Videos extend the semantic information of images in the temporal domain like natural language. The series of temporal and spatial changes in videos are commonly called events; events temporally connect in a structured manner to form atomic actions, which at the same time combine themselves to form composite actions (Girdhar and Ramanan, 2020; Zhu et al., 2020). For example, in the composite action of putting down a glass after drinking water, drinking and putting down are atomic actions and after is a temporal connection between them. Humans understand, recall memories and objects in an unordered fashion (Holtgraves and Srull, 1990). We can reason about temporally connected actions also reason about objects, their attributes and relation between objects involved in actions. Spatial and temporal understanding of events, actions and objects play an important role in tasks like action recognition, action prediction, human-object interaction etc. While temporal and spatial reasoning is natural for intelligent species, standard artificial neural networks (ANN) do not inherently have this ability. For complex and human-like spatio-temporal reasoning, an ANN not only should comprehend the concept of objects, their relations but also how events and actions temporally relate as well. For example, pick and place cone contains temporally related events where the spatial relation of the cone changes with respect to the table and other objects. Pick and place cone before rotate cylinder additionally contains temporally related actions (Fig.1). The other major challenge in action recognition in general, is that actions can take place anywhere
along the time dimension. Thus, lacking a clear start and end point. This introduces the requirement of additional reasoning related to the duration of an action, which incurs a high computational cost (Bobick, 1997; Hutchinson and Gadepally, 2020; Shoham, 1987; Zhu et al., 2020). Multi-label and multi-class action recognition further adds to the challenge as the method needs to recognize an action while disregarding or taking into consideration multiple other actions or non-action related elements that may be occurring simultaneously (Hutchinson and Gadepally, 2020). While methods like I3D performs well on datasets like HMDB51 (Kuehne et al., 2011) and UCF101 (Soomro et al., 2012), recent studies (Girdhar and Ramanan, 2020; He et al., 2016) show how actions are highly co-related to scene bias in the above-mentioned datasets. For example classifying playing a given sport based on a playfield always occurring in the background.

Recent studies (Hu et al., 2018; Santoro et al., 2017; Shanahan et al., 2020) show that if provided with additional relational data while training, ANNs learn to represent and perform better in complex tasks like object detection and Visual QA as well. Relational networks further influence other ANN layers for relational reasoning.

In our study, we take advantage of the above mentioned forte of ANNs. We build our work on the relational network conditioned ResNet50 for action recognition (Zhang et al., 2019). The ResNet50 was trained conjointly with relational network for objects state prediction task (colour, shape, size, position) of the deep set prediction network (Zhang et al., 2019). The relational network and ResNet50 were optimised using mean square error and set loss during the training of deep set prediction network to output the same latent representation. Inspired by 3D (Carreira and Zisserman, 2017), we extend the deep set conditioned ResNet from 2D to 3D to reason about change in the state of objects.

We propose SCI3D, a class of methods inspired by I3D (Carreira and Zisserman, 2017), two-stream network (Simonyan and Zisserman, 2014) and Non-local neural network (Wang et al., 2018) for action recognition. We explore the change in the states of objects representations, visual representations and space-time relation between representations. We refer to the inflated 3D ResNet50 as DSPN for rest of the study.

To show the effectiveness of our spatiotemporal relational methods, we chose atomic and compositional action recognition tasks offered by the CATER dataset (Sec.4.1) (Girdhar and Ramanan, 2020). Unlike popular dataset, the CATER dataset minimises scene biases (Girdhar and Ramanan, 2020; Carreira and Zisserman, 2017; Wang et al., 2016). Here SCI3D outperforms the baseline, i.e. R3D-NL (Wang et al., 2018), by 1.49% and 17.57% mAP in atomic and composite action recognition, respectively.

The technical contributions of this work are

- We propose a relational learning formulation over events, actions that takes in consideration sets of objects and pixels.
- The proposed methods are capable of generalising better for actions of variable duration on trimmed and untrimmed videos.

2 RELATED WORK

The study in the domain of action recognition was traditionally dominated by handcrafted features (Fernando et al., 2016; Lan et al., 2015; Peng et al., 2014; Wang et al., 2011; Wang and Schmid, 2013). However, with better understanding of CNN architectures and of transfer learning, the focus transitioned to learning the problem in a differential manner. In this section, we summarize the work with respect to architectures based on one-stream and two-stream networks. We group multi-stream networks under two-stream category.

With a focus on a frame to frame prediction, single-stream networks lack sensitivity to the temporal domain. (Hara et al., 2018; He et al., 2019; Hutchinson and Gadepally, 2020; Ji et al., 2012; Jiang et al., 2019; Karpathy et al., 2014a; Taylor et al.,
2010; Tran et al., 2015). The idea is to perform image recognition, where features were extracted and the output of the method was a prediction (Hutchinson and Gadepally, 2020). With a lack of temporal understanding of the data, the single-stream networks were often coupled with LSTM or with new modules and blocks (Donahue et al., 2015; Yue-Hei Ng et al., 2015; Ghadiyaram et al., 2019; Luo and Yuille, 2019; Tran et al., 2018).

For Temporal domain consideration, the CNN’s were often coupled with the optical flow to capture the temporal relationship between the frames. (Horn and Schunck, 1981; Zhu et al., 2020; Simonyan and Zisserman, 2014). While with the complement of temporal data, CNN based approaches come close to outperforming (UCF 88% vs 87.9% (Soomro et al., 2012)) or outperformed (HMDB51 59.4% vs 61.1% (Kuehne et al., 2011)) handcrafted methods, yet they still needed pre-computation. While methods like TSN (Wang et al., 2016) try to learn to reason on the temporal domain, they still lack the capability of modelling concepts such as objects and their spatial domain.

Two-stream networks (Simonyan and Zisserman, 2014) still form the cornerstone and inspiration in the video understanding domain. Methods like MotionNet (Wu et al., 2020), MARS (Crasto et al., 2019), D3D (Stroud et al., 2020), Feichtenhofer et al (Feichtenhofer et al., 2017), Slowfast (Feichtenhofer et al., 2019), take inspiration from the two-stream networks. While two-stream networks and I3D perform action recognition on datasets like UCF101 (Soomro et al., 2012), Sport1M (Karpathy et al., 2014b), THUMOS (Jain et al., 2014). They still struggled in situations where underlying actions are characterised and relies on spatial and long temporal relations. The above-mentioned methods focus on convoluting information in a very local temporal area. The Non-local neural network (Wang et al., 2018) when combined with I3D, try consolidating long term dependency. Nevertheless, their capabilities have not been fully utilised. Convolutional neural networks have been shown to lose this useful temporal information down in successive stages of deep neural networks (Zhu et al., 2020). The limitation of I3D in temporal reasoning is more apparent with composite action cases in the dataset like pick place (brown) cone before rotate cylinder (Fig. 1). The previously mentioned composite action consists of two atomic actions namely pick place (brown) cone and rotate cylinder. Furthermore, multiple atomic (Pick place (Blue) cone) and compositional (Pick and place (brown) cone during drag (gold) cone) actions can occur simultaneously. Two-stream networks could be extended to multi-stream where the other streams can augment the network with more information like audio, optical flow, or a new convolution working using different hyper-parameters. In our work we take inspiration from two-stream network as well.

Recently methods on Transformers (Dosovitskiy et al., 2020; Vaswani et al., 2017) have gained momentum thanks to the strong semantic nature of the transformers (Arnab et al., 2021; Bertasius et al., 2021). The authors use the self-attention strategy on patches of image over space, time and space-time, we focus on the semantic concept of objects and the relational nature of non-local neural networks in space-time.

3 PROPOSED METHOD

Motivation: 3D convolutions have proven suitable for the recognition of short duration (1-5 seconds) actions resembling the atomic actions described in Task 1. (Sec. 4.1.1) (Carreira and Zisserman, 2017; Tran et al., 2015; Tran et al., 2017; Wu et al., 2019). However, 3D CNNs tend to perform poorly when employed for very long temporally connected action.

To be able to reason over very long temporally connected actions, i.e composite actions (Sec. 4.1.2), we draw inspiration from humans and use LSTM and 3D convolution. When reasoning about past or future, humans tend to divide time in two frames, a coarser time frame to identify temporal regions of interest and a finer, more localised, frame to reason about local space-time details.

Similarly, we bifurcate time in coarse and fine frames, where 3D CNNs model spatio-temporal details in a short temporal window and LSTMs addresses reasoning over long temporally connected action components (Fig. 3).

Figure 3: Humans dissect time to reason about the past or future. 3D convolution reasons on localised temporal domain and LSTM reasons on longer temporal domain. The above figure shows how our method dissects the time to recognise composite actions of variable temporal length.
3.1 SCI3D

We define SCI3D as a set-conditioned two-stream network that employs relational networks (Sec. 3.4) to relate DSPN (Sec. 3.2) and R3D (Sec. 3.3). The method uses non local as relational network to reason in the space-time domain over the representations (Fig. 2). The inspiration behind the architecture is to take advantage of the visual representation of frames and set state of the objects in the frame. Thus, augment the reasoning of R3D with DSPN (Fig. 7). Both streams convolute in local space time to influence each other during training. The other idea that forms the core of the proposed method is that we want to extend the spatial relations to temporal connected events.

With the above mentioned inspiration, we formulate SCI3D, where streams are merged using relational blocks. The standard architecture of the proposed SCI3D is presented in Fig. 4. When not employing any relational block, we refer the architecture as SCI3D-NR.

3.2 Set Representation Stream

In theory, the set representation block can be any convolutional model that encodes the states of a set of objects. In practice, we extend the DSPN encoder of (Zhang et al., 2019) from ResNet34 to ResNet50 and inflate it from 2D to 3D for action recognition (Sec.4.2).

The ResNet50 was pretrained cojointly with the relational network to encode the image for state prediction task. The task was to implicitly learn which object in the image corresponds to which set element with the associated properties(x, y, z coordinates, shape, colour, size, material) (Zhang et al., 2019). The latent representation learned by the ResNet50, when decoded translates to objects and their properties. When extending the architecture from 2D to 3D, we take advantage of convolution operation in temporal dimension. The operation looks at a series of consecutive elements(frames) to detect features, in our case the change in position as embedded in the latent space.

3.3 Visual Representation Stream

Visual representations from input frames are encoded via 3D CNNs along its corresponding pathway. In practice, we adopt a similar block to I3D (Carreira and Zisserman, 2017) which takes advantage of stacked 3D CNNs and residual connections for spatio-temporal reasoning. (Carreira and Zisserman, 2017) inflate the ImageNet pre-trained 2D CNN to 3D by adopting work from (Wang et al., 2015; Zhu et al., 2020). This architecture, i.e. I3D, is often referred to as R3D, when initialised from ResNet (Girdhar and Ramanan, 2020; He et al., 2016; Wang et al., 2018).

3.4 Relational Block

Relational networks are subsets of neural networks that embed structure with relational reasoning. The idea is to capture the explicit or implicit relations embedded in the data. As introduced in (Santoro et al., 2017) relational network can be expressed as:

$$\text{RN}(O) = f_\theta \left( \sum_{i,j} g_\theta (o_i, o_j) \right)$$

where the input is a set that can be expressed as an abstract humane concept. It can be pixels, features (Wang et al., 2018), entities, objects (Santoro et al., 2017) or frames (Zhou et al., 2018). In our formulation, O is defined by the input video, $o_i, o_j$ are the outputs from the two streams/pathways, whereas $f_\theta$ and $g_\theta$ are functions to relate the outputs.

The relational block reasons about an event or an action on latent representation of states and of visual in space-time domain.

We employ the non-local neural networks as a relational block, which given a position they compute the weighted sum of features to all other positions as follows:

$$y_i = \sum_{j \in \Omega} \omega(x_i, x_j) g(x_j)$$

Where $x_i$ represents a feature at position $i$, $y_i$ is the output tensor. $\omega$ is similarity function between $i$ and $j$, in our case we evaluated dot-product, gaussian
and embedded gaussian. \( g(x_j) \) is the pixel representation at point \( j \). The non-local block performs relational computations, analogous to relation networks (Battaglia et al., 2018; Levi and Ullman, 2018; Yin et al., 2020; Zambaldi et al., 2018). Non local neural networks can be considered a set to set architecture, where they expect as input a set of features and output the transformed set of features.

4 EVALUATION

4.1 Dataset

CATER dataset extends the CLEVR dataset (Johnson et al., 2017), to address the problem of scene bias in video datasets (Girdhar and Ramanan, 2020; Wang et al., 2016). We validate our method on the CATER dataset (Girdhar and Ramanan, 2020) that offers three tasks that focus on reasoning around cognitive concepts like causal reasoning over long term temporal structure over events. We target their atomic action recognition (Sec.4.1.1) and composite action recognition tasks (Sec.4.1.2). Both multi-label classification tasks with 14 and 301 classes respectively.

The dataset offers 5000 training videos and 1650 validation videos at 320 × 240 px, where a single video contains 300 frames, rendered at 24fps. An atomic action is always constrained to a maximum of 30 frames while a composite action can last anywhere from 30 to 300 frames.

4.1.1 Task 1: Atomic Action Recognition

It is the primary action recognition task offered by the CATER dataset (Girdhar and Ramanan, 2020). Events temporally relate to form simple granular actions like Pick and place cone, rotate cylinder as shown in Fig.1.

While different actions can share the same events, we believe it is a simpler of the two considered task because of the low number of classes (14) as the classification does not differentiate between object types. The task can be extended in the future for granular event-based reasoning by extending actions classes to include object colour, size etc.

4.1.2 Task 2: Compositional Action Recognition

Real-world actions are mostly compositional in nature. In the composite action recognition task, the atomic actions can temporally relate in 13 categories defined in Allen’s temporal algebra (Allen, 1983). Same as Girdhar and Ramanan (Girdhar and Ramanan, 2020), we consider only 3 categories namely, before, during and after. Akin to Task 1, multiple composite actions are active at any given moment in a video. We identify that Task 2 provides us with the additional challenge that a composite action can last for a part or the whole duration of a video (Fig.1). From Fig.1, an example Pick and place cone during slide cone may last for the same time as Task 1, while pick and place cone before flip cylinder actions lasts for the whole video. While the model should be capable of adapting to any temporal window to classify actions, it should also be capable of identifying other atomic and composite actions.

4.2 Implementation Details

In this section, we define the implementation details of SC13D.

DSPN. For the implementation, we extend the backbone of (Zhang et al., 2019) from ResNet34 to ResNet50 to train our DSPN backbone. The 3 × 3 kernel in a residual block of ResNet50 is inflated to \( 3 \times 1 \times 1 \), as discussed by (Feichtenhofer et al., 2016) and (Wang et al., 2018). As suggested by (Wang et al., 2018), we also constrain the computation by inflating only one kernel for every two residual blocks. Apart from lowering down the number of computations, the above-mentioned inflation strategy also leads to better results (Wang et al., 2018).

R3D/R3D-NL. For the implementation, we again follow the inflation details from (Wang et al., 2018). We initialize the weights with pretrained ResNet50 weights. Similar to the DSPN, the 3 × 3 kernel is inflated to \( 3 \times 1 \times 1 \). Otherwise mentioned explicitly, all other details of the architecture is followed as discussed in (Wang et al., 2018).

SC13D. For SC13D (Fig.4), we employ relational block (Sec.3.4) to combine DSPN pathway (Sec.3.2) and R3D pathway (Sec.3.3). For shorter atomic action recognition (Sec.4.4), the LSTM component was inflated to 3 kernel in a residual block of ResNet50 is inflated to \( 3 \times 1 \times 1 \), as discussed by (Feichtenhofer et al., 2016) and (Wang et al., 2018). As suggested by (Wang et al., 2018), we also constrain the computation by inflating only one kernel for every two residual blocks. Apart from lowering down the number of computations, the above-mentioned inflation strategy also leads to better results (Wang et al., 2018).

4.3 Training Details

All of the experiments were performed on 2 NVIDIA V100 GPUs. We adopted baseline LR to 0.0025 according to the linear scaling rule (Goyal et al., 2017). LR, for our methods in Task 1 and Task 2 were 0.015 and 0.0025, respectively. They are reduced by a factor of 10 at epochs 90 and 100. We use momentum of 0.9. We fine-tune our method with 32-frame input clips (Girdhar and Ramanan, 2020). The spatial input size is 224×224 pixels, randomly cropped from a scaled video whose shorter side is randomly sampled.
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### 4.4 Experiments: Task 1

An action of the atomic action recognition task can be expressed as, temporally connected events located in a local neighbourhood. 3D CNN are well suited for simpler action recognition tasks defined in a local neighbourhood. They lie in the centre for all the baselines and the proposed methods.

We approach the task as a multi-label classification problem (Girdhar and Ramanan, 2020). We evaluate the performance of all the methods with mean average precision (mAP).

#### Baselines:
For the task, we employ R3D-NL (Carreira and Zisserman, 2017; Wang et al., 2018) and latent-FasterRCNN (Ren et al., 2015) as baselines. On the one hand, R3D-NL provides a bottom-up visual representation. On the other hand, latent-FasterRCNN aims at exploiting a semantic-level representations learned from isolated objects in the dataset.

We consider R3D-NL baseline as discussed by (Girdhar and Ramanan, 2020). To establish the latent-representations conditioned latent representations with respect to latent-FasterRCNN was influenced by OP-Net(Shamsian et al., 2020). By reason, the latent representation of FasterRCNN are similar to DSPN, they both identify objects but in theory, they differ. While FasterRCNN’s goal is object detection, DSPN extends object detection to also model the state of the objects.

We also consider the single-stream variants of SCI3D. In these variants, SCI3D only has a single pathway which is initialised with a DSPN (see Fig. 5). We investigate the usefulness of the set conditioned latent representations with respect to latent-FasterRCNN baseline by freezing the SCI3D. We present the results in Table 1.

#### Results
The first observation done throughout the execution of this experiment was that given the relatively short duration of the atomic actions involved in Task 1, the LSTM component was redundant. For this reason, it was removed from the architecture when conducting experiments related to Task 1.

Regarding the single-stream baselines, the frozen SCI3D outperforms the latent-FasterRCNN backbone by 5.36% mAP with only FC trainable weights. The fact that SCI3D outperforms the pre-trained latent-FasterRCNN, leads us to conclude that reasoning about set-level properties (beyond that of individual objects as done by latent-FasterRCNN) leads to the

### Table 1: Comparing the best performing SCI3D variant with baseline and other standard architectures.

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Frozen</th>
<th>LSTM</th>
<th>Architecture Name</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>latent-FasterRCNN</td>
<td>67.85</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>Single stream SCI3D</td>
<td>69.21</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>Single stream SCI3ID</td>
<td>91.82</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>R3D-NL ([Wang et al., 2018])</td>
<td>95.29</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>SCI3D-NR</td>
<td>95.95</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>✓</td>
<td>SCI3D</td>
<td>96.77</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>latent-FasterRCNN</td>
<td>25.45</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>Single stream SCI3D</td>
<td>26.32</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>Single stream SCI3ID</td>
<td>69.76</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>R3D-NL ([Wang et al., 2018])</td>
<td>52.19</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>SCI3D-NR</td>
<td>66.71</td>
</tr>
<tr>
<td>Task 2</td>
<td>✓</td>
<td>✓</td>
<td>SCI3ID</td>
<td>65.92</td>
</tr>
</tbody>
</table>

in [256, 320] pixels. For our methods on Task 1 and 2, we train them for 120 and 140 epochs respectively. A dropout of 0.5 is applied after the global pooling layer and in LSTMs (Hinton et al., 2012), weight initialization was adopted from the original work of the non-local neural networks (Wang et al., 2018; He et al., 2015).

We assume a broader definition of actions, that considers the actions of both animate and inanimate actors (Hutchinson and Gadepally, 2020). Thus, we define an action as temporally connected events or other actions that can be of any length in time when weaved. Action recognition is the classification of such actions.

Considering the variable duration and the broader definition of actions, the experiments with the proposed methods present the empirical results (Table 1) supporting how the cognitive concept of objects aids with action recognition.

Figure 5: The architecture for single stream methods. The architecture forms the foundation for R3D-NL, SCI3D.

Figure 6: Validation during training on task 1, the plot illustrates the effectiveness of weight initialization.

FasterRCNN (Ren et al., 2015) baseline, we train the method with ResNet50 as the backbone for object detection on the CLEVR dataset. We extract the backbone of FasterRCNN and inflate the ResNet50 to R3D as discussed in Sec. 4.2. The choice of establishing latent-FasterRCNN was influenced by OP-Net(Shamsian et al., 2020). By reason, the latent representation of FasterRCNN are similar to DSPN, they both identify objects but in theory, they differ. While FasterRCNN’s goal is object detection, DSPN extends object detection to also model the state of the objects.

For the task, we employ R3D-NL (Carreira and Zisserman, 2017; Wang et al., 2018) and latent-FasterRCNN (Ren et al., 2015) as baselines. On the one hand, R3D-NL provides a bottom-up visual representation. On the other hand, latent-FasterRCNN aims at exploiting a semantic-level representations learned from isolated objects in the dataset.
better results (Fig.6). Thus, supporting the benefits of the proposed conditioning on deep set-level representations. Yet, from Table 1 it is clear that these single-stream are unable to outperform the state-of-the-art R3D-NL.

The last observation from above changes when we look at the proposed two-stream SCI3D. We notice that while the non-relational SCI3D-NR variant is on par with the R3D-NL baseline (mAP around 95.28%), its relational variant outperforms it by around 1.5% mAP (Fig.7).

We attribute the higher performance of R3D-NL compared to single stream SCI3D to the fact that Task 1 (Sec.4.1.1) is an event-centric task, where events last only for a fraction of an action. Suggesting that methods need to take in account the minor change in pixels. The non-local configuration in the R3D-NL variant proposed by (Girdhar and Ramanan, 2020) is better suited to detect the change in transformations. Moreover, the reduced difference between SCI3D (96.77% mAP) and SCI3D-NR (95.95% mAP) on Task 1 further strengthens our belief about the focus on very local events and pixels in Task 1.

### 4.5 Experiments: Task 2

Task 2 extends the atomic action recognition task where 2 atomic actions temporally connect to form a composite action. Task 2 (Sec. 4.1.2) is inherently different from Task 1, an action commenced at frame=0 can last till the end of the video. The methods in Task 2 need to reason for a flexible temporal range. They also need to take into account other atomic actions and composite actions occurring simultaneously. Thus we employ the original proposed architecture of the SCI3D and SCI3D-NR (Fig.4). We also extend the single-stream SCI3D (Fig.5) variants from Task 1 (Sec. 4.4) with 2 layer LSTM. The LSTMs in the architecture assist in longer variable length temporal reasoning.

We approach the problem as multi-label classification, an use mAP as performance metric.

#### Baselines:
We follow (Girdhar and Ramanan, 2020) where R3D-NL is extended using 2 layer LSTM with 512 hidden units. A similar extension was applied to the latent-FasterRCNN baseline.

#### Results.
At first sight the absolute performance values on this task are relatively lower compared to those on Task 1. This clearly indicated the increased complexity of this task.

We notice that the single-stream SCI3D achieves 69.76% mAP on the task, outperforming the R3D-NL baseline by 17.57% mAP (Fig.8).

It is noticeable from training Fig. 8 that single stream SCI3D trains faster and more efficiently. SCI3D and SCI3D-NR achieve 65.92% and 66.71% mAP (Table1). They outperform baseline by 13.73% and 14.52% mAP respectively.

Single stream SCI3D outperforms SCI3D and SCI3D-NR by 3.84% and 3.05% mAP respectively.

As discussed previously, the R3D block when combined with the DSPN using the relational block in SCI3D promotes the focus on local events and shorter actions. (Wu et al., 2019) empirically show, the relational block performs the best when combined with longer temporal representations.

### 4.6 Ablation Study

To fully understand the contribution of each building block, we conduct ablation studies (Table 2) by adding and deleting components.

We limit the study of SCI3D and baselines to 3D ResNet50 backbones because it is one of the most popular backbones in action recognition (Carreira and Zisserman, 2017; Feichtenhofer et al., 2019; Wang et al., 2018). Adding more fully connected (FC) layers over frozen single stream SCI3D did not improve model performance significantly. With 2 FCs of 2048 and 512 units each, we observed an increase of mAP
Table 2: Ablation study to understand the advantage of different building blocks, methods and their impact on respective task. Conv refers to a single convolution of kernel 3, stride 1 and padding 0.

<table>
<thead>
<tr>
<th>Task</th>
<th>Frozen</th>
<th>Relational block</th>
<th>LSTM</th>
<th>Architecture</th>
<th>block</th>
<th>mAP(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>Single stream SCI3D</td>
<td>2 FC</td>
<td>69.25</td>
</tr>
<tr>
<td>Task 1</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>Single stream SCI3D</td>
<td>1 Conv</td>
<td>68.45</td>
</tr>
<tr>
<td>Task 1</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>Single stream SCI3D</td>
<td>256 LSTM</td>
<td>91.79</td>
</tr>
<tr>
<td>Task 1</td>
<td>-</td>
<td>Embedded gaussian</td>
<td>-</td>
<td>SCI3D</td>
<td>-</td>
<td>96.17</td>
</tr>
<tr>
<td>Task 1</td>
<td>-</td>
<td>Gaussian</td>
<td>-</td>
<td>SCI3D</td>
<td>-</td>
<td>95.88</td>
</tr>
<tr>
<td>Task 2</td>
<td>-</td>
<td>Embedded gaussian</td>
<td>-</td>
<td>SCI3D</td>
<td>-</td>
<td>65.31</td>
</tr>
<tr>
<td>Task 2</td>
<td>-</td>
<td>Gaussian</td>
<td>-</td>
<td>SCI3D</td>
<td>-</td>
<td>64.99</td>
</tr>
<tr>
<td>Task 2</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>SCI3D</td>
<td>FC + 512 LSTM</td>
<td>31.11</td>
</tr>
<tr>
<td>Task 2</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>SCI3D-NR</td>
<td>1FC + 512 LSTM</td>
<td>32.35</td>
</tr>
<tr>
<td>Task 2</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>SCI3D</td>
<td>512 LSTM</td>
<td>55.68</td>
</tr>
</tbody>
</table>

Figure 9: Validation during training plot when frozen one-stream SCI3D combined with different blocks.

Figure 10: Ablation study of different strategies of non-local block for Task 1.

Figure 11: Ablation study of different strategies of non-local block for Task 2.

Achieve an improvement of 17.57% mAP over the baseline R3D-NL on untrimmed videos by employing the deep-set conditioned latent representation. The latent representation embed the set of objects and attributes like shape, colour and x, y, z coordinates. Though the study does not provide any results supporting the advantages of explicitly using the set of objects, it lays the foundation for it. The SCI3D network under performs in Task 2 (Sec. 4.1.2) because it is constrained by branch focused on localised events and actions. However, (Wu et al., 2019), show non-

5 DISCUSSION

Action recognition from the visual appearance alone is challenging in the CATER dataset. The dataset offers untrimmed videos, which poses an additional challenge as the methods needs to classify an action while disregarding other actions. The study
local relation block performs the best when supplemented with features supporting longer temporal relation. Yet, besides this, the results show that the single-stream variant of SCI3D, which only relies on set-based representations leads the performance by a significant margin. This further strengthens the potential gains that can be achieved by shifting reasoning from individual entities to sets. The current study can also be translated to real-world scenarios, by modelling hands as discussed by (Girdhar and Ramanan, 2020). It can also be adopted for real-world videos by adopting latent representations trained on natural images from (Rezatofighi et al., 2017).

6 CONCLUSION

The study focuses on untrimmed action recognition but it generalises to recognise trimmed composite action as well. We empirically show the advantages of deep set conditioned representations and relational networks. When the deep network is initialized with the representations and equipped with relational reasoning, they outperform benchmarks. The proposed method, SCI3D outperforms the previous methods by 17.57\% mAP. Based on the outcome and discussion of this work (Hu et al., 2018), we believe set of objects and relational networks are promising components for the automatic understanding of natural videos. While we limit our work to tasks in the CATER dataset, we believe the methods can be extended to explanatory and predictive causal reasoning tasks like why happened and what is about to happen.
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