Event-based Extraction of Navigation Features from Unsupervised Learning of Optic Flow Patterns
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Abstract: We developed a Spiking Neural Network composed of two layers that processes event-based data captured by a dynamic vision sensor during navigation conditions. The training of the network was performed using a biologically plausible and unsupervised learning rule, Spike-Timing-Dependent Plasticity. With such an approach, neurons in the network naturally become selective to different components of optic flow, and a simple classifier is able to predict self-motion properties from the neural population output spiking activity. Our network has a simple architecture and a restricted number of neurons. Therefore, it is easy to implement on a neuromorphic chip and could be used for embedded applications necessitating low energy consumption.

1 INTRODUCTION

During locomotion, retinal optic flow patterns are used by numerous animal species to monitor their heading and moving speed. In primates, optic flow is processed through a hierarchical network that first extracts local motion components, combines them to determine global motion properties, and subsequently estimates navigation parameters. This process is very efficient in terms of energy consumption as information in the primate visual system is transmitted under a binary form (spikes), and it is generally admitted that the brain only requires about 20 watts to function (Mink et al., 1981). Reproducing these neural mechanisms in artificial and embedded systems could have significant implications in industrial (e.g., autonomous vehicles) and clinical (e.g., navigation with computer assistance in blind patients) domains. The last years have seen the emergence of numerous studies where the optic flow was computed from a bio-inspired perspective, thanks to the development of event-based cameras. Similar to the human retina, these cameras, also known as dynamic vision sensors (DVS), emit spikes at locations where a change in log-luminance (an increment or a decrement) is detected in the visual inputs. Transmission is asynchronous and has a very high temporal resolution (down to the millisecond, (Posch et al., 2014)), which is potentially very advantageous for real-time applications given the subsequent treatment of the spikes is adequately performed.

A natural way to process the spikes emitted by event-based cameras is to use spiking neural networks (SNNs). These networks favor low power computation as they can be directly implemented on neuromorphic chips such as Intel Loihi (Davies et al., 2018) or IBM TrueNorth (Akopyan et al., 2015). Learning with SNNs can be performed with or without supervision. In the first case, the discrete nature of spikes makes it challenging to estimate the network parameters through back-propagation, even though recent developments such as the surrogate gradient method have led to promising results (Neffci et al., 2019; Zenke et al., 2021). Learning in this case often necessitates a large amount of labeled data, and generalization to other visual contexts is not always guaranteed. Unsupervised approaches can provide an interesting alternative to supervised methods as they are more flexible to modifications in the input and do not need labeled datasets.

In this paper, we describe a simple, functional, and efficient spiking neural network that learns to extract meaningful optic flow components during natural navigation conditions using a bio-inspired and unsupervised rule, the spike-timing-dependent plastic-
ity or STDP. We demonstrate that after training, the output units of the network become selective to optic flow components, and notably, to translational, rotational, and radial patterns. Moreover, we show that the activation of these units can be used to predict self-motion direction during navigation.

In the next sections, we begin with an overview of the state-of-the-art in the field (section 1.1). This is followed by a description of our methodology (section 2) and then by a presentation of our results (section 3).

1.1 Related Work

Over the last decade, an increasing number of studies have used event-based data for computer vision, with performances sometimes better than those obtained from more classical frame-based cameras in applications like object recognition (Neil and Liu, 2016; Stromatias et al., 2017), or visual odometry (Galligo and Scaramuzza, 2017; Nguyen et al., 2019). These studies were all based on deep convolutional neural networks or SNNs, coupled with supervised learning or classification approaches (see (Lakshmi et al., 2019)). For example, (Zhu et al., 2019) used an artificial neural network (ANN) to predict the optic flow from event-based data collected from a camera mounted on the top of a car moving within an urban environment (see also (Zhu et al., 2018)). In (Lee et al., 2020), the authors used the same dataset but processed it with a hybrid ANN/SNN neural network which produced even better optic flow estimations. Because they were not fully spiking, these approaches are difficult to implement on neuromorphic chips directly. In addition, these supervised approaches also require a large amount of labeled data which are not always available.

Alternative approaches based on unsupervised learning were also developed. In (Bichler et al., 2012), the authors demonstrated that motion selectivity could be learned by SNNs equipped with a bio-inspired STDP learning rule. Their network was able to discriminate motion direction on synthetic event-based data and also to count the vehicles in different highway lanes from data collected with a dynamic vision sensor (DVS). In recent work, (Oudjail. and Martinet., 2019; Oudjail. and Martinet., 2020) showed that only a small number of neurons are required to learn simple motion patterns from the STDP rule. However, in this case, the simulated inputs were restricted to a 5 × 5 pixels window, as opposed to 16 × 16 pixels for the simulations and 128 × 128 for the DVS data in (Bichler et al., 2012).

In (Paredes-Vallés et al., 2020), a deep hierarchical network including transmission delays and numerous layers was able to estimate the motion patterns of moving objects after unsupervised learning through STDP. This network was nonetheless complex and comprised different data formatting approaches distributed across multiple layers and neurons. Even more recently, (Debat et al., 2021) used the same type of SNN to show that learning through STDP led to neural populations whose spiking activity can be used to predict trajectories.

Here, we build on these studies to develop a novel SNN which, when equipped with STDP, learns to extract optic flow properties, notably self-motion direction during navigation, from event-based data collected under natural locomotion conditions. Our SNN is simpler than those proposed in previous works and thus easier to set up and optimize. Given its straightforward nature and its small number of internal parameters, it can also be implemented easily on neuromorphic chips with low power consumption.

2 METHODS

Our processing pipeline consists of an SNN which processes event-based data consistent with those received by the primate retina during locomotion. In this section, we first describe the different types of event-based data used as inputs to our network (section 2.1). We subsequently describe our neural network’s properties (section 2.2) and the unsupervised learning rule used for training (section 2.3). We finally detail the evaluations employed to characterize the networks’ properties after learning (section 2.4).

2.1 Event-based Inputs

Two different datasets were used to train our network. They are described in the following two sections.

2.1.1 Simple Simulations of Optic Flow

To characterize the ability of our network to learn optic flow components, we designed simulations in which four bright disks (one in each quadrant of the visual field) were either translating (leftward, rightward, upward, and downward), rotating (clockwise and counter-clockwise), or expanding/contracting in front of a black background (see figure 1-A). The disks had a diameter of 6 pixels, and the total size of the visual field was 32 × 32 pixels (a quadrant was 16 × 16 pixels). Each simulation was generated from 16 temporal frames presented at different speeds: 120,
240, or 480 pixels per second, leading to video sequences of 133 ms, 67 ms, or 33 ms, respectively. We used 800 simulations in total for the training of our SNN (100 for each optic flow pattern, presented in random order). These sequences were filtered by spatial kernels consisting of a difference of Gaussian (DoG) of $5 \times 5$ pixels. Spikes were generated each time the difference between the outputs of these filters between two successive frames exceeded a given threshold in absolute value (see figure 1B). For each spike, the information transmitted to the SNN contained its timing, location, and polarity (see section 2.1.3).

These simulations provided an excellent framework to evaluate our approach because they permitted full control of the optic flow patterns transmitted to the SNN (see (Bichler et al., 2012) for another example of synthetic event-based data with 2D motion). They also permitted us to characterize the robustness of the model to noise by manipulation of the signal-to-noise ratio (SNR) in the input spikes. This SNR manipulation was done by adding random spikes in the input.

Figure 1: Generation and pre-processing of the optic flow simulations A) From left to right: clockwise and counterclockwise rotations, contracting and expanding patterns, rightward, leftward, upward and downward translations. B) Spike generation from a spatio-temporal filtering of the different components through DoG filters (ON and OFF) and temporal differences.

2.1.2 Event-based Data Collected during Navigation in the Environment

We used a second dataset composed of visual input spikes captured by an event-based camera mounted on a pedestrian’s head as they walked within an urban environment (Mueggler et al., 2017). The camera was a DAVIS characterized by a spatial resolution of 240 × 180 pixels with a minimum latency of 3 µs and a 130 dB dynamic range (Brandli et al., 2014). To train and evaluate our SNN, we restricted our analyses to spikes generated from the central part (a square of 60 × 60 pixels) of the visual field. This restriction permitted us to limit the number of incoming spikes processed by our SNN and improve the processing speed.

An Internal Measurement Unit (IMU) was used during the collection of the data. It provided the ground-truth X, Y, and Z values for the acceleration and angular velocity of the pedestrian trajectories at 1 kHz. The path followed during data acquisition consisted of a large loop across an urban environment. The pedestrian walked forward for 133 seconds, and made lateral (left/right) turns. There were more rightward turns in the path, with only a few turns to the left. As a consequence, the walking sequence mainly featured forward and rightward motions.

2.1.3 Data Format

Whether from simulated data or event-based cameras, spikes were coded using an Address-Event Representation (AER), which contained their spatial coordinates, timestamps, and polarities. They were subsequently grouped into batches of the same duration and transmitted to the SNN through a scheduler, treating all incoming events. After each batch processing, the SNN entered a resting period. During it, the membrane potentials of all the neurons were reset to their baseline level.

2.2 Spiking Neural Network

2.2.1 Architecture

Our SNN was composed of two layers with lateral inhibition. This reduced, 2-layer structure, allowed us to keep the number of parameters low, which could facilitate its implementation on a neuromorphic chip. The first layer was retinotopically organized: each of its neurons received afferent spikes from only one quadrant of the visual field. We used 64 neurons in total in this layer (16 for each quadrant). They received AER data via the scheduler (see section 2.1.3). Neurons in the second layer (64 in total) were fully connected to the outputs of the first layer. Figure 2 provides an overview of our architecture.

2.2.2 Spiking Neuron Model

Our neuron model is based on Leaky-Integrate-and-Fire (LIF) units (Gerstner and Kistler, 2002). A LIF neuron has a membrane potential $V_{m}$, a resting potential $V_{rest}$, a membrane resistance $R_{m}$, a time constant $\tau_{m}$, and an input current $I$. The membrane potential of a LIF neuron increases every time it receives an input
spike. In the absence of inputs, the membrane potential exponentially decays over time. When the membrane potential reaches the threshold potential $V_{\text{thresh}}$, the neuron emits a spike, and its potential remains at a resting state during a refractory period. This behavior is illustrated in figure 3 and can be characterized by the following equation:

$$
\tau_m \frac{d}{dt} V_m(t) = -(V_m(t) - V_{\text{rest}}) + R_m I(t)
$$

During the refractory period following a spike emission, the membrane potentials of the other neurons in the network were not updated.

2.3 Unsupervised Learning with Spike-Timing-Dependent Plasticity

Learning in our SNN is unsupervised and regulated by the STDP rule. Originally described by (Bi and Poo, 1998; Markram et al., 1997), the STDP is believed to reflect a general learning principle in the nervous system of living organisms (Dan and Poo, 2004). It relies on the spike time difference between pre- and post-synaptic neurons. When a pre-synaptic neuron emits a spike just before a post-synaptic neuron, its synaptic weight is reinforced through long-term potentiation (LTP). On the other hand, when the post-synaptic neuron fires first, the synaptic weight is decreased through long-term depression (LTD). In our study, we used an additive version of the STDP rule, which can be described by the equation 2 below and is graphically represented in figure 4.

$$
\Delta w = \begin{cases} 
-\alpha_{\text{LTD}} + w \cdot e^{-\frac{\Delta t}{\tau_{\text{LTD}}}}, & \Delta t \leq 0 \\
\alpha_{\text{LTP}} + w \cdot e^{-\frac{\Delta t}{\tau_{\text{LTP}}}}, & \text{otherwise}
\end{cases}
$$

Here, $\Delta w$ is the synaptic weight change, $\alpha$ the amplitude of this change, $w$ the current weight, $\tau$ the time constant, and $\Delta t$ the time difference between the input and output spikes. To prevent neurons in our SNN from learning the same patterns, we added a lateral inhibition mechanism in each of our two layers (see (Chauhan et al., 2018)). Whenever a neuron emits a spike, it prevents all the other neurons from the same layer from firing until the next input batch is processed.

2.4 Evaluation

To characterize the ability of our network to process optic flow, we used different evaluation metrics. We first characterized the selectivity of the SNN after learning. Because optic flow patterns are widespread in our inputs, we expected neurons in the second layer to progressively become responsive to the different patterns. This expectation was measured by characterizing their receptive fields and responses after training.

To complete these observations, we also computed confusion matrices using the approach proposed by (Diehl and Cook, 2015). After learning, we characterized the responses of each neuron in the second layer to the different optic flow patterns by presenting it the training set used for learning, with the learning rate set to zero. For a given neuron, the preferred optic
flow component corresponds to the one which leads to the maximum number of output spikes across all the trials. Once this labeling was done, predicting the label of any new trial was determined by selecting the most frequent label in the population response. The confusion matrix specifies the distribution of the labels associated with our simulation’s different optic flow components. In an ideal SNN, the confusion matrix is the identity matrix.

3 RESULTS

We present here the results obtained by training our SNN with the two event-based datasets (see sections 2.1.1 and 2.1.2).

3.1 Learning from Optic Flow Simulations

After learning on the synthetic event-based optic flow dataset, 50 percent of the neurons in the second layer of our SNN developed a selectivity to optic flow. Figure 5 illustrates the responses of eight of these neurons before (5-A) and after (5-B) unsupervised training through STDP. While the receptive fields (on the left) are initially random, we can observe that they became highly structured and responsive to different optic flow patterns after learning. For example, the neuron illustrated in the first row is selective to upward translation. The rightward columns present the spiking activity of these neurons in responses to different optic flow patterns (optic flow conditions are shown on the top). Before learning, each neuron responds to different optic flow conditions. In contrast,
after training, when presented 80 sequences (10 for each optic flow condition in random order), responses are sparse, and each neuron only spikes to one optic flow pattern.

Next, we examined the properties of our SNN at the population level using confusion matrices. Figure 6 provides matrices estimated under multiple noisy conditions (A) and a varying number of sequences presented to the network (B). In the absence of noise, the nature of the optic flow pattern can be fully recovered from the spiking activity of the network. When noise is added, performances decrease but remain largely above chance (12.5 percent) even for high noise levels. For example, there are still 73 percent correct predictions for an SNR of 0 dB. Importantly, to control that learning in our SNN was not based on the initial positions of the discs, we ran additional simulations where these positions were randomly picked along the trajectories. Classification performances of the network after convergence remained unchanged. Notably, the optic flow component was always fully recovered in the absence of noise. This demonstrates that the network learns the displacement of the discs.

With this simulated dataset, the second layer neurons, which did not converge, kept random receptive fields after learning, even when we increased the number of presented motions in the training set. This is likely to be driven by the fact that our simulations only included eight conditions, and in this case, only a limited number of neurons is needed to extract motion direction from the inputs. In addition, lateral inhibition in our network (see section 2.3) prevented other neurons from learning the same patterns. As we will see below, all the second layer neurons converged when the training was performed using real (and therefore more complex) data.

### 3.2 Learning from Navigation DVS Data

We now examine the performances of our SNN on real event-based data collected during locomotion. Using the ground-truth angular velocities provided by the IMU (see section 2.1.2), we segmented this dataset into three distinct categories: leftward, onward, and rightward self-motions. After training, all neurons in the second layer of the SNN developed specific responses to optic flow. In figure 7, we show the spiking activity from eight of these neurons before (7-A) and after (7-B) unsupervised training through STDP. The labels of the optic flow patterns are shown on the top. As with the synthetic event-based data, we can observe that neural activity is initially random (receptive fields are noisy, and neurons respond to all optic flow conditions). After training, it is much more specific as neurons show structured receptive fields and fire only for one optic flow category. For example, the neuron presented on the first raw became selective to leftward motion. All the other neurons are only responsive to one condition.

Next, we tested whether the spiking activity of the SNN can predict these labels. This process is the same as described in section 2.4. In this case, the chance level is at 33.33 percent. In figure 7-C, we show the performances of our SNN on this navigation dataset. Training led to an overall accuracy of 87.5 percent of correct classification between the three optic flow patterns. This score is well above chance, even though some of the leftward (and less frequently forward) se-
4 DISCUSSION

In this paper, we present a simple SNN (see figure 2) capable of extracting optic flow components from event-based data. Learning in our network is fully unsupervised and depends on a bio-inspired learning rule, spike-timing-dependent plasticity (see figure 4). After convergence, neurons in the network become selective to different optic flow components, and their spiking activity at the population level can be used to determine self-motion direction during navigation. These properties are observed with both simulated data (see figure 6) as well as real data collected with a DVS camera during locomotion (see figure 7).

Our SNN comprises 128 neurons in its two layers while (Paredes-Vallés et al., 2020), (Bichler et al., 2012) and (Diehl and Cook, 2015) respectively used 177, 266 and 6400 neurons in their networks (NB: A much smaller number of neurons was used by (Oudjail. and Martinet., 2019; Oudjail. and Martinet., 2020), but in their case, inputs were restricted to translations in four directions in a small grid of 5 x 5 pixels). After learning, our SNN requires 10 spikes on average to correctly classify an optic flow pattern. As a single spike is estimated to consume between 700 and 900 pJ on a neuromorphic chip (Indiveri et al., 2006; Aamir et al., 2018; Asghar et al., 2021), our network would therefore need between 7 and 9 nJ to characterize self-motion. Because of its simple architecture (only two layers and 128 neurons) and low energy consumption when implemented on a chip, our SNN is a good candidate for embedded applications where an accurate estimation of optic flow is necessary, for example, in autonomous vehicles or for navigation with computer assistance in blind patients.

The event-based navigation dataset that we used here was limited, and the walking path of the pedestrian mostly contained forward and rightward displacements. In the near future, the properties of our SNN will be characterized using a more balanced and fuller dataset. Also, the predictions obtained from the output spiking activity of our network were restricted to the pattern of optic flow (i.e., to the direction of self-motion). Future improvements could include an estimation of the exact displacement and velocities of the camera within the 3D environment (see for example (Debat et al., 2021) for an estimation of the 2D trajectories from the outputs of an SNN trained with STDP). This could be realized by adding other layers to the SNN or including a second event-based camera to support stereoscopic vision.
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