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Abstract: Multi-hop question answering (QA) requires a model to aggregate information from multiple paragraphs to
predict the answer. Recent research on multi-hop QA has attempted this task by utilizing graph neural net-
works (GNNs) with sophisticated graph structures. While such models can achieve good performance, their
computation is rather expensive. In this paper, we explore an alternative method that leverages a single-hop
QA model to deal with multi-hop questions. Our system called ‘Answer Multi-hop questions by Single-hop
QA’ (AMS) consists of three main parts that first filter a document and then conduct prediction using the
attention-based single-hop QA model with multi-task learning. Specifically, AMS is constructed based on the
co-attention and self-attention architecture. Lastly, consider that BERT-based model is pre-trained in a general
domain and the data distribution can be different from multi-hop QA task. We propose two-step tuning mech-
anism to enhance the model’s performance, which is based on transfer learning from other QA datasets. To
verify AMS effectiveness, we consider the previous state-of-the-art Hierarchical Graph Network (HGN) with
the same document filter as our baseline. Experiments on HotpotQA show that AMS can outperform HGN by
1.78 points and 0.56 points for Joint EM and Joint F1, respectively. Meanwhile, it has smaller model’s size
and uses less computational resource. We also experiment with other GNN-based models and achieve better
results.

1 INTRODUCTION

As a popular task in Natural Language Processing
(NLP), much effort has been made to the develop-
ment of question answering (QA) systems, due to the
release of many large-scale and high-quality datasets
such as (Hermann et al., 2015; Rajpurkar et al., 2018a;
Joshi et al., 2017). Early on, these datasets mainly
concentrate on single-hop questions, in which an an-
swer can be retrieved from a single paragraph and
only one fact is involved. With the recent explosion of
success of deep learning techniques, QA models such
as (Lan et al., 2019; Zhang et al., 2021) have corre-
spondingly improved and have achieved super-human
performance, especially in SQuAD 2.01. More re-
cently, multi-hop QA datasets including (Khashabi
et al., 2018; Welbl et al., 2018; Yang et al., 2018)
have gained increasing attention. These datasets re-
quire models to answer a more complicated question
by integrating information from multiple paragraphs
and facts.

Figure 1 shows an example from HotpotQA (Yang

1https://rajpurkar.github.io/SQuAD-explorer/

et al., 2018), which is a popular multi-hop QA dataset.
Here, given a complex question and a document, the
question is the composition of two single-hop sub-
questions: (i) ‘Who is the author of “Armad”?’ (the
answer is Ernest Cline) and (ii) ‘Which novel by
Ernest Cline will be adapted as a feature film by
Steven Spielberg?’. The document contains 10 para-
graphs but only two paragraphs are related to the
question. Models are required to aggregate informa-
tion from scattered facts across multiple paragraphs,
and predict both the answer and supporting facts (i.e.,
sentences showing evidences of the answer).

Regarding the current research line, there has been
a trend of exploiting graph neural network (GNN) for
multi-hop QA (Qiu et al., 2019; Fang et al., 2020;
Huang and Yang, 2021). Investigation of the graph
construction and applying GNN reasoning has been
explored. GNN-based models intuitively consider an-
swering multi-hop questions as reasoning process on
a document graph. Specifically, the document is first
modeled into a graph, and then GNN is applied for in-
formation propagation and aggregation. The updated
graph state is expected to have the semantics of each
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Paragraph 1: Ernest Cline 

Ernest Christy Cline (born March 29, 1972) is an American novelist, 

spoken-word artist, and screenwriter. 

He is mostly famous for his novels "Ready Player One" and 

"Armada"; he also co-wrote the screenplay of "Ready Player One"'s 

upcoming film adaptation by Steven Spielberg.  

 

Paragraph 2: Armada (novel) 

Armada is a science fiction novel by Ernest Cline, published on July 

14, 2015 by Crown Publishing Group (a division of Random House).  

The story follows a teenager who plays an online video game about 

defending against an alien invasion ... 

 

Paragraph 3: The Last Stage ... 

… 

Paragraph 10: Influence of Stanley Kubrick ... 

 

 

 

  

Answer: Ready Player One 

Supporting Facts: (Paragraph 1, 2nd Sentence), (Paragraph 2, 1st Sentence) 

Question: Which novel by the author of "Armada" will be adapted as a 

feature film by Steven Spielberg? 

 
Document 

Figure 1: An example from HotpotQA. A document and A
compositional question are given. Both the answer and sup-
porting facts ( in green background ) should be predicted.

node with its neighbors, which would be used for the
final prediction. However, it has been studied that
the computation of GNN is usually expensive and the
graph construction strongly depends on prior knowl-
edge (Wu et al., 2021).

Recently, document filters (Qiu et al., 2019; Fang
et al., 2020; Tu et al., 2020) are proposed to denoise
any document by selecting the most relevant para-
graphs inside it. Table 1 shows promising perfor-
mance of the filter from Hierarchical Graph Network
(HGN) (Fang et al., 2020). For 2-paragraph selection,
both precision and recall can achieve around 95%.
For 4-paragraph selection, recall is nearly 99%. We
observe that such performance can effectively neglect
irrelevant information while keeping necessary evi-
dences, making it acceptable to utilize single-hop QA
model for multi-hop QA.

Table 1: Performance of HGN’s document filter.

Filter Precision Recall
2-paragraph selection 94.53 94.53
4-paragraph selection 49.45 98.74

Inspired by this, our work proposes an effective
method to Answer Multi-hop questions by Single-hop
QA system (AMS). We consider HGN (Fang et al.,
2020), one of state-of-the-art (SOTA) models, with
its document filter as our baseline. Our AMS ex-
ploits existing single-hop QA models based on the
attention mechanism and integrates with the HGN’s

document filter. Since the prediction of supporting
facts is also required, additional layers are incorpo-
rated for related sub-tasks to adapt multi-task learn-
ing. Besides, two-step tuning is proposed to en-
hance model’s performance, which is based on trans-
fer learning from other QA datasets. We conduct
comprehensive experiments on five datasets to study
how two-step tuning impacts on the model’s perfor-
mance. To validate our method, we focus on the Hot-
potQA dataset distractor setting (Yang et al., 2018).
The result shows that AMS can outperform the strong
baseline model, and decrease both model’s size and
computational resource by around 80% and 23%, re-
spectively. Moreover, AMS also outperforms other
sophisticated GNN-based models.

To conclude, our contributions are threefolds.
First, we propose an effective method (AMS) to an-
swer multi-hop questions, which incorporates single-
hop QA models with a document filter. Second, the
proposed model outperforms the strong baseline and
other sophisticated GNN-based models, while it re-
quires less computational resource. Lastly, we pro-
pose a new two-step fine-tuning scheme that can im-
prove the overall performance. We experimentally
study its effectiveness with diverse datasets to analyze
their effect on the model’s performance.

2 RELATED WORK

GNN-based Multi-hop QA. GNN-based models
attempt to construct a graph based on entities or
other levels of granularity in text, which could bridge
scattered information in different paragraphs. For
instance, MHQA-GRN (Song et al., 2018) integrates
evidence by constructing an entity-based graph
and investigates two GNNs to update graph state.
Entity-GCN (De Cao et al., 2019) refines entity-based
graphs with different edges representing different
relations. HDE-Graph (Tu et al., 2019) constructs
a heterogeneous graphs by introducing the entity
and document nodes. CogQA (Ding et al., 2019)
imitates human reasoning to construct a cognitive
graph and predicts both possible answer spans and
next-hop answer spans. DFGN (Qiu et al., 2019)
proposes a RoBERTa-based document filter to select
the most relevant paragraphs and develops a dynamic
entity-based graph interacting with context. SAE
(Tu et al., 2020) improves the document filter by
considering information between paragraphs. HGN
(Fang et al., 2020) utilizes Wikipedia’s hyperlinks to
retrieve more paragraphs and proposes a hierarchical
graph consisting of entity, sentence, paragraph and
question nodes. BFR-Graph (Huang and Yang, 2021)
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constructs a weighted graph by relational information
and poses restrictions on information propagation to
improve the efficiency of graph reasoning.

No-GNN-based Multi-Hop QA. There are also
attempts to address multi-hop QA by exploiting the
existing NLP methods. For instance, Coref-GRU
(Dhingra et al., 2018) extracts entities and their coref-
erence from different paragraphs, and aggregates
the information by using multi-GRU layers with a
gated-attention reader. CFC (Zhong et al., 2019)
employs the hierarchical attention to construct the
coarse and fine module for two-stage scoring. QFE
(Nishida et al., 2019) follows an extractive summa-
rization work and incorporates an additional sentence
prediction layer for multi-task learning. C2F Reader
(Shao et al., 2020) considers the graph-attention
as a special kind of self-attention, and argues that
GNN may be unnecessary for multi-hop reasoning.
Compared with the above methods, our work takes a
step forward to effectively utilize existing single-hop
QA models, and shows better performance than
sophisticated GNN-based models.

Fine-tuning for NLP Tasks. ULMFiT (Howard and
Ruder, 2018) proposes the discriminative fine-tuning
that employs layer-wise learning rates, and slanted
triangular learning rates with a sharp increase and a
gradual decrease of the learning rates. Peters et al.
(2019) compare the performance of feature extraction
and fine-tuning, and demonstrates that the distance
between pre-training and the target task can impact
on their relative performance. Sun et al. (2019)
explores a general scheme to fine-tune BERT for
text classification, ranging from in-domain tuning,
multi-task learning, to the fine-tuning in the target
task. Houlsby et al. (2019) proposes compact adapter
modules for the text Transformer. Above works
explore general fine-tunning schemes or study on a
specific task. However, to the best of our knowledge,
there is no work focusing on multi-hop QA.

3 PROPOSED MODEL

We select HGN (Fang et al., 2020), which is the SOTA
approach for HotpotQA, as our strong baseline. In-
spired from HGN, our model is the integration of its
document filter and single-hop QA models. In our
approach, the document is first denoised by the fil-
ter and then is fed into the attention-based single-hop
QA model for the sub-tasks prediction and multi-task
learning. Figure 2 shows an overview of our model.

Attention-based 
 single-hop QA model

Paragraph  
Prediction

Supporting Facts 
Prediction

Answer
PredictionMulti-task

learning

QA mdoel

Document
denosie

Question Document

Filter

Question Context

Figure 2: Overview of our model. Answer prediction in-
cludes answer span prediction and answer type prediction.

3.1 Document Denoise

The filter plays a crucial role in our work and we fol-
low HGN’s filter consisting of three components:

- Paragraph Ranker: It is trained based on
RoBERTa and followed by a binary classification
layer to calculate the probability of whether each
paragraph contains supporting facts.

- Title Matching: It searches for paragraphs whose
title exactly match any phrase with the question.

- Entity Matching: It searches for paragraphs which
contain any entity exactly that appears in the ques-
tion.

HGN’s filter selects paragraphs within two steps. In
the first step, it retrieves paragraphs by Title Match-
ing. If multiple paragraphs are returned, two para-
graphs yielding the highest score from Paragraph
Ranker are selected. If it fails to retrieve any para-
graphs, it further searches for paragraphs by Entity
Matching. If it also fails, the paragraph yielding the
highest score from the Paragraph Ranker is thus se-
lected. In the second step, the filter retrieves addi-
tional paragraphs by Wikipedia’s hyperlinks from the
paragraphs identified by first step.

Table 1 show the performance of the adopted fil-
ter. According to the table, we select four paragraphs
from the total ten paragraphs since it achieves high
recall (98.74%). The retrieved paragraphs are con-
catenated and used as context. Figure 3 shows the
distribution of token length of the context, indicating
that around 94% token length is within 500. Such per-
formance can effectively reduce the input length and
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keep necessary information. At this stage, the output
is the question and context denoised from the filter:

Question,Context = Filter(Question,Document)
(1)
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Figure 3: Distribution of context token length from 4-
paragraph selection.

3.2 QA Model

With the promising performance of the document fil-
ter, we propose a single-hop QA model to eliminate
the burden of GNN in the multi-hop QA task. Figure
4 illustrates the proposed single-hop QA model archi-
tecture, which performs the following steps.

First, it feeds the question and the context into the
RoBERTa-large model to obtain question embeddings
Eq ∈Rlq×d and context embedding Ec ∈Rlc×d , where
lc and lq are the length of context and question. d
denotes the size of RoBERTa-large embedding.

After the representation of each context and ques-
tion is extracted, the context embedding needs to be
intensified by the question embedding. For this pur-
pose, we apply the attention mechanism to learn the
relationship between them. To show the generality of
our single-hop QA model’s effectiveness, we conduct
experiments with two kinds of attention mechanisms:
co-attention (Subsubsection 3.2.1) and self-attention
(Subsubsection 3.2.2). As a result, context can be up-
dated by either of them:

C′ = attention(Eq,Ec) ∈ Rlc×h (2)

where h denotes the hidden dimension. The detail is
explained in the subsequent sections.

3.2.1 Co-attention

Co-attention (Xiong et al., 2016) is a vital model for
single-hop QA. It enables the question and context to
attend mutually, and also learns the question-aware
context representation iteratively. We implement it

Paragraph 
Prediction

Supporting Facts 
Prediction

Mean-pooling Layer

Answer
Prediction

FNNs Layer

Updated Context Representation

Embedding Layer

Attention Layer

Question Context

Paragraphs and Sentences
Representations

Figure 4: Architecture of proposed attention-based single-
hop QA model.

as follows: Embedding Ec and Eq is mapped into
a hidden dimension by two-layer feed-forward net-
works (FFNs2). Affinity matrix A is the product of
context representation C and question representation
Q. In matrix A, each value is the related score of one
word from the question and one word from the con-
text:

C = FFNc(Ec) ∈ Rlc×h (3)

Q = FFNq(Eq) ∈ Rlq×h (4)

A= CQ> ∈ Rlc×lq (5)

We normalize matrix A row-wise by softmax, so
that each row indicates how much one word from the
context is attended by all words from the question. By
multiplying it with context representation C, we can
obtain the question representation Sq attended by the
context. Similarly, we derive the context representa-
tion Sc attended by the question as follows:

Sq = softmax(A>)×C ∈ Rlq×h (6)

Sc = softmax(A)×Q ∈ Rlc×h (7)

where softmax(·) denotes the normalization column-
wise and > denotes the matrix transpose.

Let the updated question Sq attend context again
with the matrix A. In addition, the attended context is

2All FFNs in this work includes two linear transforma-
tions with ReLU, Layer Normalization and Dropout in be-
tween.

An Effective Method to Answer Multi-hop Questions by Single-hop QA System

247



further fed into a BiGRU as follows:
Dc = BiGRU(softmax(A)×Sq) ∈ Rlc×h (8)

Dc and Sc are context representations intensified
by the question. Finally, they are concatenated and
further applied with the FFNd to transform into the
original document’s length:

C′ = FFNd([Dc;Sc]) ∈ Rlc×h (9)
where [·; ·] denotes the concatenation function.

3.2.2 Self-attention

We use a Transformer encoder (Vaswani et al., 2017)
for defining self-attention, including a linear layer that
maps the representation into the hidden dimension. It
can capture relations between each pair of words from
the query and the context. We set 8-head attention
and stack two encoder layers to keep the model’s size
smaller than HGN.

C′ = TransformerEncoder([Eq;Ec]) ∈ Rlc×h (10)

3.2.3 Prediction

After the attention module, updated context C′ is sent
to a mean-pooling layer to extract the representations
of paragraphs and sentences:

P = Mean-pooling(C′,startp,endp) (11)

S = Mean-pooling(C′,starts,ends) (12)
where startp and starts denote the starting positions of
each paragraph and each sentence, respectively. Sim-
ilarly, endp and ends denote the ending positions.

Unlike the conventional single-hop QA, additional
layers are employed for sub-tasks. the paragraphs’
representation P is sent to a FFN for binary classi-
fication to calculate the probability that they contain
supporting facts or not. Similarly, the sentences’ rep-
resentation S is sent to a FNN to calculate the proba-
bility that they are supporting facts or not.

opara = FFN1(P) (13)
osent = FFN2(S) (14)

On the other hand, updated context C′ is directly
sent to other FFNs to predict the starting and ending
positions of the answer span:

ostart = FFN4(C′) (15)

oend = FFN5(C′) (16)
Since the answer type could be “yes”, “no” or an

answer span, 3-way classification is conducted. If the
prediction is “yes” or “no”, the answer is directly re-
turned. Otherwise, the answer span is returned. Sim-
ilar with HGN, we also use the first hidden represen-
tation for answer type classification.

otype = FFN6(C′[0]) (17)

3.3 Multi-task Learning

Finally, an answer type, an answer span with the start-
ing and ending positions, gold paragraphs, and sup-
port facts are jointly predicted for multi-task learning.
The cross-entropy loss is used for each task. Thus, the
total loss (L total) is a weighted sum of each loss and
each weight λi is our hyper-parameter:

L total =λ1 L type+λ2 Lstart +λ3 Lend

+λ4 L para+λ5 Lsent
(18)

4 TWO-STEP TUNING

BERT-based language models (Devlin et al., 2019;
Liu et al., 2019) are pre-trained on the large-scale cor-
pora to learn universal semantics. But for a specific
task, such as multi-hop QA, the data distribution can
be different. More tuning on a related domain is ex-
pected to bring improvement as also investigated in
(Houlsby et al., 2019; Sun et al., 2019). Therefore,
we propose two-step tuning with an in-task distribu-
tion and a cross-task distribution for enhancing the
model’s performance. To study its effectiveness based
on diverse datasets, we experiment with five datasets:
SQuAD (Rajpurkar et al., 2018b), NewsQA (Trischler
et al., 2017), TweetQA (Xiong et al., 2019), CoLA
(Warstadt et al., 2019), IMDB (Maas et al., 2011).

In-task Tuning: In this scenario, language model
is first tuned in a QA dataset3, including SQuAD,
NewsQA and TweetQA4. Then, we use the tuned lan-
guage model as an embedding in our proposed AMS
and perform the second tuning in HotpotQA.

Cross-task Tuning: In this scenario, the first tun-
ing dataset is not a QA dataset. Specifically, CoLA
is a grammatical classification dataset and IMDB is a
sentimental classification dataset. The second tuning
process is the same as the in-task tunning.

5 EXPERIMENT

5.1 Dataset

HotpotQA (Yang et al., 2018) is a popular multi-hop
QA dataset, which is constructed from Wikipedia.

3We only tune the the language model, instead of the
entire model, in first tuning. It enables us to study its effec-
tiveness from cross-task datasets.

4There is no annotated answer span in TweetQA. We
retrieve the span with the best BLUE-1 score for training.
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Table 2: Comparison between HGN and AMS on dev set. The upper part is based on original RoBERTa-large embedding,
which means the RoBERTa-large embedding from HuggingFace without two-step tuning. The lower part is based on SQuAD
tuning embedding, which means two-step tuning based on SQuAD. ‘Ans’ indicates ‘Answer’ and ‘Sup’ indicates ‘Supporting
facts’. ∆ = model’s performance - HGN (reproduced) performance with original RoBERTa-large.

Embedding Model Ans Sup Joint
EM F1 EM F1 EM F1

HGN (reproduced) 68.33 82.04 62.89 88.53 45.78 74.06
AMSco-attention 67.85 81.55 63.28 87.7 46.35 73.58

Original ∆ -0.48 -0.49 0.39 -0.83 0.57 -0.48
RoBERTa-large AMSself-attention 68.87 82.14 63.20 88.45 46.67 74.21

∆ 0.54 0.10 0.31 -0.08 0.89 0.15
HGN (reproduced) 69.14 82.55 63.24 88.82 46.75 74.75

∆ 0.81 0.51 0.35 0.29 0.97 0.69
SQuAD AMSco-attention 69.21 82.48 63.7 88.62 47.33 74.41
tuning ∆ 0.88 0.44 0.81 0.09 1.55 0.35

AMSself-attention 69.26 82.51 64.4 88.63 47.56 74.62
∆ 0.93 0.47 1.51 0.1 1.78 0.56

Table 3: Comparison between different embeddings.

Ans Sup JointEmbedding EM F1 EM F1 EM F1
Original RoBERTa-large 67.85 81.55 63.28 87.7 46.35 73.58

SQuAD tuning 69.21 82.48 63.7 88.62 47.33 74.41
TweetQA tuning 67.87 81.79 63.52 88.62 46.84 73.93
NewsQA tuning 68.28 82.09 63.65 88.77 47.24 74.21

CoLA tuning 67.86 81.44 63.59 87.29 46.84 73.29
IMDB tuning 67.56 81.43 63.66 87.31 46.65 73.15

There are two sub-datasets: the distractor setting and
the fullwiki setting. For each case in the distractor set-
ting, a compositional question and a document con-
taining 10 paragraphs are given. In the document,
only 2 paragraphs are related with the question and
other 8 paragraphs are distractions. The gold para-
graphs, supporting facts and ground-truth answers are
annotated. The QA system is required to predict both
an answer and supporting facts. In the fullwiki set-
ting, the answer should be retrieved from the whole
Wikipedia. In this work, we focus on the distractor
setting. Official evaluation metrics are considered,
i.e., EM (exact match) and the F1 score for the in-
dividual and joint evaluations of both the answer and
supporting facts.

5.2 Experimental Setting

We conduct experiments based on a Quadro RTX
8000 GPU. We train the model for 8 epochs, and set
learning rate as 1e-5 with batch size 8. For the hyper-
parameters in our multi-task learning, we search λ1,
λ2, λ3 and λ4 from {1,3,5} and λ5 from {5, 10, 15,
20}, in which the boldface indicates the best setting.

5.3 Experimental Result

5.3.1 Comparison with Baseline

We reproduce HGN with its source code and the result
is based on RoBERTa-large. The upper part of Table
2 shows the comparison between our proposed AMS
and HGN on the development set. According the ta-
ble, the co-attention based model (AMSco-attention) un-
derperforms HGN within 1.0 point. The self-attention
based model (AMSself-attention) yields the better per-
formance and especially outperforms HGN by 0.89
points for Joint EM.

5.3.2 Comparison based on Two-step Tuning

Table 3 shows the comparison between the original
RoBERTa-large embedding and our two-step tuning
embedding. This result is based on AMSco-attention,
demonstrating the following information:

• In-task tuning can improve overall performance.

• SQuAD tuning yields the best improvement and
TweetQA yields the smallest improvement. Po-
tential reasons could be: (i) SQuAD and Hot-
potQA are all constructed from Wikipedia; thus,
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Table 4: Comparison with related work on dev set. AMS result is based on SQuAD tuning and HGN result is without SQuAD
tuning.

Embedding Model Ans Sup Joint
EM F1 EM F1 EM F1

Bert-base

DFGN (Xiao et al., 2019) 55.66 69.34 53.10 82.24 33.68 59.86
HGN (Fang et al., 2020) 60.23 74.49 56.62 85.91 38.16 66.20
AMSco-attention 61.39 75.39 58.78 85.93 40.04 67.03
AMSself-attention 62.11 75.76 59.20 85.78 40.73 67.39

RoBERTa-large

SAE (Tu et al., 2020) 67.70 80.75 63.30 87.38 46.81 72.75
HGN (Fang et al., 2020) 68.33 82.04 62.89 88.53 45.78 74.06
AMSco-attention 69.21 82.48 63.70 88.22 47.33 74.41
AMSself-attention 69.26 82.51 64.40 88.63 47.56 74.62
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Figure 5: Comparison between original RoBERTa-large
and SQuAD tuning on Joint EM (upper) and Joint F1
(lower).

they may share the same resource and most rele-
vant data distribution. (ii) TweetQA is more oral-
style than other datasets. And the retrieved answer
for training in TweetQA could be incomplete.

• Cross-task tuning can improve Sup EM but can-
not benefit the answer prediction. We hypothesize
that this is because supporting facts prediction is
closely aligned with the classification task.

The lower part of Table 2 illustrates that both HGN
and AMS can be overall enhanced by SQuAD tun-
ing (two-step tuning based on SQuAD). Compared
with the reproduced HGN, AMS with SQuAD tun-
ing can outperform it obviously in Sup EM and Joint
EM. Furthermore, under the condition of both AMS
and HGN using SQuAD tuning, their performances
are quite competitive.

Table 5: Comparison of model’s size, computational re-
source and performance.

Baseline Proposed model
HGN AMSco-attention AMSself-attention

Model’s size 31.61M 6.30M 30.83M
RoBERTa-large 355M 355M 355M
Training time 191 min 148 min 160 min
Joint EM 45.78 47.33 47.56
Joint F1 74.06 74.41 74.62

Figure 5 shows curve comparisons between the
original RoBERTa-large and the SQuAD tuning based
on Joint F1 (bottom) and Joint EM (top). From the
figure, the SQuAD tuning curve is initially better than
the original RoBERTa-large curve and it converges
around 4th epoch. This is faster than the original
RoBERTa-large, showing the power of transfer learn-
ing in multi-hop reasoning.

5.3.3 Comparison with Related Work

We make comparisons with GNN-based models that
use the BERT-based language model and the doc-
ument filter. Table 4 shows the comparison result
on the development set. According to the table,
our proposed method outperforms GNN-based mod-
els with both BERT-base and RoBERTa-large, and
AMSself-attention yields the best performance.

5.4 Comparison of Model’s Size and
Computational Resource

Table 5 shows the comparison of the model’s size,
computational resource and performance. The result
is based on RoBERTa-large. AMSco-attention model’s
size is only about 20% of HGN and AMSself-attention
model’s size is close to HGN. For computational re-
source, AMSco-attention and AMSself-attention is 77.5%
and 83.8% of HGN, respectively. Since RoBERTa-
large (355M) dominates the total model’s size, train-
ing time is not reduced significantly. The computa-
tional resource is expected to further decrease by in-
corporating a lighter language model. Generally, both
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Table 6: Some examples that supporting facts F1 is 0 but answer F1 is 1.

ID Answer Supporting Facts Predicted Answer Predicted Supporting Facts

5ae180195542
9901ffe4aec4

Battle
Creek,
Michigan

[[‘Adventures of Super-
man (TV series), 2],
[‘ Kellogg’s’, 0], [‘Kel-
logg’s’, 2]]

Battle
Creek,
Michigan

[[‘Cocoa Krispies’, 0],[‘Adven-
tures of Superman (TV series)’,
0]]

5ae1fa2b5542
997f29b3c1df

Eminem
[[‘Mack 10 discog-
raphy’, 2], [‘Numb
(Rihanna song)’, 0]]

Eminem
[[‘The Monster (song)’, 0],
[‘Numb (Rihanna song)’, 1]]

5ae18d615542
997283cd2229

mixed
martial
arts

[[‘Liz McCarthy
(fighter)’, 0], [‘Atom-
weight (MMA)’, 0]]

mixed
martial
arts

[[‘Atomweight’, 0], [‘Amber
Brown (fighter)’, 0]]

proposed models show better performance and use
less computational resource.

5.5 Error Analysis
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Figure 6: Answer F1 score distribution on dev set. There
are almost 10% answer F1 score less than 0.2.

We analyse the answer F1 score on the development
set. Figure 6 illustrates its distribution. Almost 10%
of the answer F1 score is less than 0.2, in which 9.7%
answer F1 score is 0. Further improvement can be
considered from this error. Similar with HGN, we
randomly sample 100 examples with answer F1 score
as 0 and they are categorized as follows:

• Multi-answer (12%): There are multiple gold an-
swers and the predicted answer is different from
the annotation. For example, the annotation is
‘National Broadcasting Company’ and the pre-
dicted answer is ‘NBC’.

• Multi-hop (28%): The supporting facts predic-
tion is incorrect, from which the model fails to
predict the right answer. For example, the sup-
porting facts are the 1st and the 2nd sentences, but
the model predicts the 3rd and the 4th sentences as
supporting facts and retrieves answer from them.
Accordingly, the answer prediction is incorrect.

• MRC (38%): The supporting facts’ prediction is
right but the answer prediction is wrong. For ex-
ample, the supporting facts are the 1st and the 2nd

sentences. The model predicts them correctly. But
the final answer prediction is wrong.

• Comparison (22%): The model fails to do nu-
merical operations that involves information ag-
gregation. For example, the question is ‘ The CEO
of Walmart and the CEO of Apple, who is older?’
Multi-hop and MRC account for more than 50%,

which indicates that the performance could be further
improved by more advanced QA models.

Another tricky error is that there are 1,322 cases,
about 17% of the development set, that supporting
fact F1 is 0 but answer F1 is 1. This means that the
supporting facts prediction is wrong but the answer
prediction is right. Table 6 shows some examples
of this case. Such interpretable problem may occur
when the answer is not directly retrieved from pre-
dicted sentences. It could be further studied by con-
sidering supporting facts prediction’s restrictions for
the answer prediction.

6 CONCLUSIONS

In this research, we propose a new model, called
AMS, for multi-hop QA. AMS is the integration
of HGN’s document filter and single-hop QA mod-
els. We also introduce a new fine-tuning scheme
for improving its performance. The result shows
that AMS can outperform the strong baseline HGN
with less amount of computational resource. Further-
more, AMS can achieve the better performance than
other sophisticated GNN-based models. In contrast
to GNN-based methods, our method can effectively
leverage existing single-hop QA models and does not
require any auxiliary tool, such as NER, which should
gain more attention in the further research.

According to our analysis, there is still potential
for further improvement and interpretable issues to be
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addressed. In addition, since our method strongly de-
pends on the document filter, the development of filter
for other datasets is necessary for its universal appli-
cation. We leave these studies as our future work.
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