Error Evaluation of Semantic VSLAM Algorithms for Smart Farming
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Abstract: In recent years, crop monitoring and plant phenotyping are becoming increasingly important tools to improve farming efficiency and crop quality. In the field of smart farming, the combination of high-precision cameras and Visual Simultaneous Localization And Mapping (SLAM) algorithms can automate the entire process from planting to picking. In this work, we systematically analyze errors on trajectory accuracy of a watermelon field created in a virtual environment for the application of smart farming, and discuss the quality of the 3D mapping effects from an optical point of view. By using an ad-hoc synthetic data set we discuss and compare the influencing factors with respect to performance and drawbacks of current state-of-the-art system architectures. We summarize the contributions of our work as follows: (1) We extend ORB-SLAM2 with Semantic Input which we name SI-VSLAM in the following. (2) We evaluate the proposed system using real and synthetic data sets with modelled sensor non-idealities. (3) We provide an extensive analysis of the error behaviours on a virtual watermelon field which can be both static and dynamic as an example for a real use case of the system.

1 INTRODUCTION

In recent years, with the rapid development of industrial automation and breakthroughs in Visual SLAM technology, robots have been widely adopted in industrial production. Using agricultural robots combined with technologies such as semantic segmentation, people can monitor the type and growth of crops in real time (Ganchenko and Doudkin, 2019).

Our work is focused around developing a mobile, multi-sensor crop monitoring system within a cooperative project between Technische Universität Ilmenau and Friedrich-Alexander-University of Erlangen-Nuremberg. The aim of the project\textsuperscript{1} is to build a universal system that can identify, map and monitor any plant. This is also the motivation for creating a virtual environment in which the specific characteristics of different plant species can be tested and evaluated. We have decided to use watermelons as a first example in our work as they exhibit easily recognizable characteristics, such as changing colors, sizes and textures during their growth process. One of the main sensors used on our platform is a stereo (RGB-D) camera. In order to provide farmers with a robust way to efficiently monitor their land, and thus reduce waste and improve productivity, we need to be aware of how erroneous measurements may impact the quality of the mapping process. Inspired by ORB-SLAM2 (Mur-Artal and Tardós, 2017) and DS-SLAM (Yu et al., 2018), this work proposes and systematically evaluates a Visual SLAM system which utilizes semantic segmentation as its input. This system is named Visual SLAM with Semantic Input (SI-VSLAM) in the following.

In our research, we found that most of the semantic SLAM projects are built on neural networks and
real data, such as DS-SLAM based on Caffe-SegNet and semantic_slam (Xuan and David, 2018) based on PSPNet. However, they only analyzed the accuracy of the trajectories through the TUM data set, and paid little attention to the effects of the generated semantic maps. Usually, the construction of a neural network needs to collect a large number of pictures, which will greatly increase the time cost. The neural network itself may still output incorrect predictions due to a representation bias (Li and Vasconcelos, 2019). Real data sets also have some inconveniences. Most of the existing public data sets, such as TUM and EuRoC, do not provide semantic image sequences, and they cannot be applied to smart farming. More importantly, due to the randomness of environmental factors, it is impractical to use real data sets to further analyze individual influencing factors in the environment. Considering the limitations of neural networks and real data sets, we use the 3D scene simulation software Blender\(^2\) in order to create a custom synthetic agricultural environment, namely a watermelon field, and use related plug-ins to generate perfect RGB, depth and semantic image sequences. Then, by systematically deteriorating these image sequences using error models from the literature, we investigate how each error impacts both localization and mapping accuracy as it would in a real measurement. Additionally, we test our system on slightly different environments, both static and dynamic (e.g. moving objects), in order to determine how plant growth/distribution may influence the robustness of the system. Compared with real data sets, synthetic scenes allow us to independently control environmental variables in order to discuss their effects on a specific SLAM system. This contribution proposes methods for systematic analysis of semantic SLAM systems using synthetic data sets and thus benefit the research community.

In the next section, we will briefly describe the design of the entire system and its individual components. In the third section, we will introduce the setup for a systematic evaluation, including the creation of synthetic data sets and a series of experiments based on these data sets. Finally, the whole work will be summarized in the last section.

### 2 SYSTEM OVERVIEW

In this section, the framework of the system will be introduced in detail. Figure 1 shows the flow chart of the system.

SI-VSLAM is a system based on ORB-SLAM2 (Mur-Artal and Tardós, 2017). This work adds an additional interface for the input of semantic images to ORB-SLAM2, and adds the function of generating dense point clouds. For subsequent visual comparison, the generated semantic and RGB point clouds will be saved to disk in order to be inspected separately. The most commonly used map in robot navigation and positioning is a 3D occupancy grid map, and the octree map is one of the occupancy grid maps based on the octree algorithm. If the Robot Operating System (ROS) is used, this SLAM system can also dynamically update the octree map in real time.

The authors of DS-SLAM proposed the idea of using optical flow to detect dynamic objects and semantic segmentation to eliminate unstable feature points. By filtering out unstable feature points, the robustness and accuracy of the system can be significantly improved. However, this method of first extracting feature points and then removing unstable points is risky. When there are many dynamic objects in the scene, this method may result in too few feature points left, which is hardly conducive to the feature matching. Differently from DS-SLAM, in SI-VSLAM the feature point extraction is performed after the dynamic object is masked out in the image, so as to ensure that there are enough feature points during feature matching. Taking into account the impact of animals walking across the agricultural environment, we analyze their influence on our system.

In 2020, ORB-SLAM3 (Campos et al., 2021) was released, which added a fisheye camera model to the prior version. Furthermore, ORB-SLAM3 was improved in the relocalization part, such as using Multiple-Maps (ORBSLAM-Atlas), to recover when the tracking is lost. Finally, ORB-SLAM3 also added the ability of fusing Inertial Measurement Unit (IMU) data. The reason why the latest version of ORB-SLAM3 was not used in our work is that we are more familiar with ORB-SLAM2 and do not necessarily require the new features for our experiments.

---

\(^2\)https://www.blender.org/
3 EVALUATION

The performance of a SLAM system can be analyzed from multiple perspectives, such as time / space complexity, power consumption and accuracy. Due to our current plan to create and analyze the semantic maps offline after the system has been carried across the field by the farmer, we do not require fast or energy efficient processing at the moment. Therefore, we focus on the accuracy of the proposed system in this paper. In this section, we will specifically introduce how to use the synthetic data set to systematically evaluate the SLAM system.

3.1 General Evaluation Metrics

The commonly used method is to use the absolute trajectory error (ATE) or the relative pose error (RPE) to evaluate the accuracy of the estimated camera trajectory. ATE and RPE were defined in the TUM data set benchmark for the first time and are widely used (Sturm et al., 2012). After the initialization phase, a global coordinate system is created on the basis of the first keyframe, the pose $P_1$ of the i-th frame is calculated by Iterative Closest Point (ICP) and Bundle Adjustment (BA) and this will be repeated until the last camera frame $n$, such that the estimated poses are $P_1, \ldots, P_n \in \text{SE}(3)$. The reference pose of the camera is represented by $Q_0$, which can be read directly from the ground truth. $Q_1, \ldots, Q_n \in \text{SE}(3)$. A time interval between two camera frames is represented by $\Delta$. It is assumed that the timestamp of the estimated poses is aligned with the timestamp of the real poses and their total number of frames is the same.

3.1.1 Relative Pose Error (RPE)

RPE mainly describes the accuracy of the pose difference between two frames with a fixed time difference $\Delta$ (compared to the real pose difference) (Prokhorov et al., 2019). RPE of the i-th frame can be expressed by

$$E_i := (Q_i^{-1}Q_{i+\Delta})^{-1}(P_i^{-1}P_{i+\Delta}).$$  (1)

The root mean square error (RMSE)

$$\text{RMSE}(E_{1:n}, \Delta) := \frac{1}{m} \sqrt{\sum_{i=1}^{m} \parallel (E_i) \parallel^2},$$  (2)

can be used to calculate the RPE of the entire system, by using $m = n - \Delta$ individual RPEs. Note that Equation 2 only considers the translational components of each RPE $\text{trans}(E_i)$. The rotation component generally does not need to be calculated, because the rotational error increases the translational errors as well when the camera is moved (Zhang and Scaramuzza, 2018).

3.1.2 Absolute Trajectory Error (ATE)

While the RPE allows to evaluate the drift per frame, the ATE helps to evaluate the global consistency of the estimated trajectory. The ATE compares the absolute distances between the estimated pose and the reference pose. It can very intuitively reflect the accuracy of the algorithm. The estimated pose and ground truth in most cases are not in the same coordinate system. Therefore, an approximation rigid-body transformation $S \in \text{SE}(3)$ can be calculated using least squares methods prior to ATE calculations. The ATE of the i-th frame can be represented by

$$F_i := Q_i^{-1}SP_i.$$  (3)

Similarly, the ATE of the entire system can also be expressed as RMSE

$$\text{RMSE}(F_{1:n}) := \left( \frac{1}{n} \sum_{i=1}^{n} \parallel \text{trans}(F_i) \parallel^2 \right)^{\frac{1}{2}}.$$  (4)

In this work, ATE is used as the evaluation metric of trajectory accuracy. Compared with RPE, ATE is less computationally intensive and more sensitive. In order to account for any randomness in the estimations (for example caused by RANdom SAmple Consensus, RANSAC, within ORB-SLAM2), all the calculation results regarding trajectory accuracy in the following are the average of 10 runs on the same input.

3.2 Demonstration of Practicability and Feasibility using the TUM Data Set

Before the specific analysis of the influencing factors, real data sets must first be used in order to check the feasibility and practicability of the algorithm.

The TUM RGB-D benchmark is a popular data set for RGB-D cameras and contains numerous image sequences, each of which provides RGB images, depth images and ground truth. In the experiment, we selected three data sets, namely freiburg1_room (F1), freiburg2_desk (F2) und freiburg3_walking_xyz (F3). Compared with the camera in F2, the camera in F1 moves faster and has a wider range of movement. With F3, the influence of dynamic objects on the system can be discussed. Since there is no semantic picture sequence in the TUM dataset, dynamic objects cannot be filtered out. The accuracy of the algorithms when running different image sequences is shown in Figure 2.
focused on trajectory analysis, and not enough attention. Moreover, the SLAM part of the research is often how neural network predictions are composed in different settings. The variables of the environment and thus evaluate real setting it is not trivial to independently control recognition, but there is not much analysis of Visual semantic models and analyze the accuracy of object recognition, which uses the end-to-end delay to measure distances (Heckenkamp, 2008), therefore it uses the distance along the line of sight ($z$).

The distance model usually used in SLAM is the vertical distance to the image plane ($z$), the depth value must be corrected by a projection operation

$$z = \frac{z'}{\sqrt{1 + \left(\frac{c_x - u}{f_x}\right)^2 + \left(\frac{c_y - v}{f_y}\right)^2}},$$

where $f_x$, $f_y$, $c_x$, $c_y$ are the intrinsic parameters of the camera, $u$ and $v$ are the coordinates of the pixel in the image. However, we found that the latest Blender (at the time of this writing, version 2.93) has been improved, and one no longer needs to modify the depth value. Vision-blender can generate a large synthetic data set where the artist can quickly specify the semantic labels of objects in the scene. Consequently, it has great potential to be applied in our experiments where the robustness and mapping quality needs to be thoroughly assessed.

### 3.3.2 Overview of the Synthetic Data Set

The experiments in this paper were conducted using a custom data set with a length of 610 frames. The basic data set is named 16plants, which contains 13 ripe watermelons, 10 unripe watermelons and

3https://github.com/Cartucho/vision_blender
16 plants. In the experiments, the RGB-D camera recorded the square watermelon field (3.5 m × 3.5 m) where the virtual camera was animated to mimic a handheld camera motion while looking down on the scene (compare Figure 4). The camera parameters of the RGB-D camera in Blender are also set according to the Microsoft-Kinect-Sensor used in the TUM data set. Ground Truth was obtained using the B-SLAM-SIM Blender Addon\(^4\) (Kalisz et al., 2019). The format of the Ground Truth is \((t_x, t_y, t_z, q_x, q_y, q_z, q_w)\), where the first three parameters are the 3D position and the last four parameters are quaternions of the camera in the world coordinate frame.

Figure 4: One of the four synthetic scenes with camera trajectory (blue) and dynamic object trajectories (red).

Figure 5 shows the first frame of the RGB images, the depth images and the semantic images obtained with Vision Blender. In the semantic picture, blue and green colors represent unripe and ripe watermelons, respectively. The duck models, which are provided for free by (Free3D, 2021), are only used in dynamic scenes and in such cases depicted by a red color.

![Figure 5: The first frame of all RGB, depth and semantic images (green=ripe, blue=unripe and - not shown in this static example - red=dynamic objects) in this scene. The generated data is ideal and used in this work to present a general method to evaluate SLAM implementations based on various error models and can be extended to other problems and research areas which rely on similar data.](image)

All images generated by Blender are perfect and thus no sensor noise nor distortions caused by semantic segmentation are yet considered.

Compared with the RGB point cloud, the semantic point cloud can better show the characteristics of the map, and unnecessary information such as dynamic objects will not be considered. Therefore, semantic point clouds will be used for analysis in subsequent experimental results. Figure 6 shows the semantic point cloud generated by the data set 16plants_static without additional interference, and its corresponding ATE is 0.042 m. As we expected, the accuracy of SI-VSLAM is relatively good when ideal data is used.

### 3.4 Robustness of SI-VSLAM under the Influence of Noise

A Kinect sensor consists of an RGB camera and a ToF sensor, which are used to obtain RGB pictures and depth information respectively. The use of sensors is always associated with random measurement noise that can be caused by the environment or electrical devices.

In order to investigate the robustness of the system under the influence of noise, in this experiment Gaussian noise was added to RGB and depth images according to the existing literature. The ATE will be calculated and the generated point cloud will also be analyzed.

#### 3.4.1 Gaussian Noise in RGB Images

There are many sources of noise in an image which come from various aspects such as image acquisition, transmission and compression (Bharati et al., 2021). There are also many types of noise, such as salt and pepper noise caused by sudden interference signals, Gaussian noise caused by sensor heating, or Poisson noise caused by the particle nature of light. In this experiment Gaussian noise was taken as an example.

Gaussian noise refers to a type of noise whose probability density function obeys the Gaussian distribution

\[
f(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right). \quad (6)
\]

In equation 6, \(\mu\) is the expected value and \(\sigma\) is the standard deviation.

---

\(^4\)https://github.com/GSORF/Visual-GPS-SLAM
Both Gaussian as well as salt and pepper noise are additive and satisfy

\[ A(x, y) = B(x, y) + H(x, y), \]

where \( B(x, y) \) is the original image at pixel coordinates \( x \) and \( y \), \( H(x, y) \) is the noise, and \( A(x, y) \) is the final noisy image. A simple error model is used by simulating correlated noise via adding the same random number \( w \sim \mathcal{N}(\mu, \sigma^2) \) to each color channel. Thus, Gaussian noise is added to the three-channel RGB image by

\[

tilde{b}'(x, y) = b(x, y) + w,
\]
\[

tilde{g}'(x, y) = g(x, y) + w,
\]
\[

tilde{r}'(x, y) = r(x, y) + w.
\]

Usually the value of \( \mu \) is set to zero and \( \sigma \) is the standard deviation. Figure 7 shows how the ATE changes in relation to a varying \( \sigma \).

![Figure 7: Influence of Gaussian noise in RGB images with increasing \( \sigma \).](image)

As depicted in Figure 7, Gaussian noise has a strong influence on the robustness of the system. The higher the \( \sigma \), the lower the accuracy of the system.

Figure 8 shows the point clouds generated by SIVSLAM when \( \sigma \) takes on different values. Interestingly, the Gaussian noise in the RGB images mainly distorts the point cloud distribution parallel to the image plane and has no influence on the depth data of the point cloud. Therefore, the shape of the distortion roughly reflects the trajectory of the camera.

![Figure 8: The resulting semantic point clouds with increasing noise in the RGB images.](image)

### 3.4.2 Gaussian Noise in Depth Images

A Kinect camera uses a ToF-sensor to retrieve the depth data. In the article Noise Modeling and Uncertainty Propagation for ToF Sensors (Belhedi et al., 2012), Amira Belhedi and coworkers took 700 photos with a ToF sensor at 7 different distances from 0.9m to 7.4m and came to the conclusion that the depth noise generated by their ToF sensor can be modelled by Gaussian noise.

The paper Modeling Kinect Sensor Noise for Improved 3D Reconstruction and Tracking (Nguyen et al., 2012) found that the depth noise of a Kinect Sensor can be divided into radial noise (perpendicular to the optical axis, \( z \)) and axial noise (parallel to the \( z \)-axis), where the axial noise plays a decisive role, so the influence of radial noise can be ignored in the experiment. The authors pointed out that when the angle of view of the camera is less than 60°, the depth noise of the Kinect sensor has the following relationship with the depth value:

\[
\sigma_z(z) = 0.0012 + 0.0019(z - 0.4)^2,
\]

in other words, the depth noise is only related to the depth value. With the mathematical model of the depth noise, noise can be added to the depth image sequence according to the additive noise model.

In order to clearly show the test results, the case \( \sigma_z(z) = 10\sigma(z) \) was also simulated in the experiment. This is an imaginary value, which does not exist in reality.

![Figure 9: The Gaussian noise of the depth images has no significant influence on the accuracy of the system (please note the scale of the chart).](image)
3.5 Investigation of the Influences of Flying Pixels and Missing Depth Data

Although the RGB-D camera has unlimited perspectives, due to the limitations of the physical hardware there are still many problems with the depth data in addition to the noise, e.g., flying pixels and invalid depth data.

- **Flying Pixels:** Due to the non-linearity of the image information and the discontinuity of the depth data, flying pixels can be generated at the edges of the objects, which theoretically can have any value between foreground and background (Xiao et al., 2015).

- **Invalid Depth Data:** The loss of depth data is another problem with Kinect, usually caused by reflections on the surface of smooth objects, translucent objects, or excessive range. Due to the discontinuity of the depth data, the depth data is easily lost at the edges of the objects.

Since these two situations mostly occur on the edge of the object, both can be simulated using OpenCV’s canny edge detection algorithm. The extent of the impact can be adjusted by changing the size of the extracted edge area. Figure 11 shows the test model of the flying pixels and the invalid depth data. The results in section 3.4.2 show that the noise and the changes in the depth images do not affect the accuracy and robustness of the system. Therefore the accuracy of the trajectory will not be analyzed in the experiment. The point clouds in different situations are shown in Figure 12, where (a) is the original point cloud, (b) is the point cloud with flying pixels and (c) is the point cloud with invalid depth data. By comparing with the original image, it can be seen that the flying pixels are continuously added to the point cloud in the form of noise. The impact of flying pixels increases as the camera moves and the duration of measurements increases. In contrast, the loss of depth data at the edges of the objects has only a very small influence on the reconstruction of the point cloud. The effect of invalid depth values can be reduced by moving the camera around the objects of interest or increasing the acquisition time.

3.6 Investigation of the Influences of Imprecise Semantic Segmentation

Neural networks are usually used for semantic segmentation in research. However, the number of objects that a neural network can recognize is often limited. For example, the PASCAL Visual Object Classes (VOC) data set (Everingham et al., 2015) consists of 20 objects which is quite coarse. Therefore, the accuracy of the semantic segmentation is difficult to guarantee, since misjudgments and unclear object edges may occur during segmentation.

In addition, video sequences may propagate previously segmented images by using optical flow methods. The work of (Zhuang et al., 2021) demonstrates the challenges around falsely predicted segmentation masks and presents examples where the object boundaries are either dilating or eroding. These two kinds of distortions can be simulated with OpenCV’s dilating and eroding operations. From a mathematical point of view, the principle of dilation and erosion is implemented by convolving an image with a specific convolution kernel. The strength of distortion can be adjusted by resizing the convolution kernel using the parameter \( s \). The larger the value of \( s \), the more serious the distortion. Figure 13 shows the semantic pictures when dilation and erosion occurs, respectively. During dilating, the area of the color block increases as the value of \( s \) increases. Eroding is a process opposite to dilating. Figure 14 shows the point cloud when...
According to the trajectory accuracy error at different brightness shown in Figure 16, it can be concluded that when the picture is not saturated, the lower the brightness, the higher the accuracy of the system. In general, the system shows good robustness against changes in brightness.

If we look at the extraction of feature points when $\beta = -210$, $\beta = 0$ and $\beta = 210$ (Figure 17), we can further verify our conclusion. Therefore, the decrease in brightness is useful for the extraction of feature points.

3.8 Investigation of Feature Matching in Agricultural Scenes

In this section, we will discuss feature matching in the agricultural environment and the impact of dynamic objects on the system. For a SLAM system, stable feature points will become map points and stored in the map, so the distribution of feature points can be roughly judged through the sparse point cloud. Figure 18 is the sparse point cloud generated by Semantic Visual SLAM and the corresponding 3D scene in Blender. Obviously, feature points on plants are more likely to generate final map points than watermelons.

$$ G(x,y) = \alpha B(x,y) + \beta, \ \alpha > 0. \quad (10) $$

The brightness can be adjusted with $\beta$ and the contrast can be changed with $\alpha$. Obviously, the change in contrast also leads to a change in brightness, so that in this experiment only $\beta$ will be discussed. The above equation only holds when the pixel value is not saturated, that is, $0 \leq G(x,y) \leq 255$. If the value is greater than 255, it is forced to 255, and if the value is less than 0, it is set to 0. By increasing or decreasing the value of $\beta$ 8 new image sequences were generated. Figure 15 shows four of the image sequences, where (a) and (d) have been saturated.
In other words, plants will generate feature points with a better quality due to their characteristic image gradients.

Based on this fact, several hypotheses can be proposed:

1. Providing more high-quality corner patches in the agricultural scene will lead to a better ATE
2. An increased number of high-quality corners will increase the robustness of the system against disturbances from dynamic objects

In order to evaluate the first hypothesis, three additional picture sequences are created on the basis of 16plants_static. The difference between them is only the number of plants. In order to assess the second hypothesis, we added 5 ducks to these static agricultural scenes to generate the corresponding dynamic picture sequence (i.e., 16plants_dynamic). These ducks move continuously in the scene according to independent trajectories while the camera is moving in the scene.

The specifications of new image sequences and the number of the objects (static plants and dynamic ducks) are listed in Table 1. The number of watermelons is constant.

Table 1: The data sets used in the experiments and their properties.

<table>
<thead>
<tr>
<th>name</th>
<th>plants</th>
<th>ripe</th>
<th>unripe</th>
<th>ducks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0plants_static</td>
<td>0</td>
<td>13</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>0plants_dynamic</td>
<td>0</td>
<td>13</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>3plants_static</td>
<td>3</td>
<td>13</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>3plants_dynamic</td>
<td>3</td>
<td>13</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>16plants_static</td>
<td>16</td>
<td>13</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>16plants_dynamic</td>
<td>16</td>
<td>13</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>111plants_static</td>
<td>111</td>
<td>13</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>111plants_dynamic</td>
<td>111</td>
<td>13</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

In this experiment, we use SI-VSLAM and ORB-SLAM2 to test all image sequences (4 static and 4 dynamic) respectively. The results are shown in Figure 19 and Figure 20.

4 CONCLUSION

This paper presents a method for the systematic evaluation of a Visual SLAM system, ORB-SLAM2, which uses semantic segmentation as additional input. It proposes to use semantic information to mask out moving objects and to generate semantic point clouds and octomaps accordingly. The evaluation was focused on trajectory accuracy, mapping errors and the response of the system when moving objects are present in the scene. First, our implementation was compared on the TUM RGB-D benchmark data set. Second, custom synthetic environments were created for conducting experiments in a controlled setting. By using error models on RGB, Depth and Semantic Segmentation data it was demonstrated what type of errors can be expected on the output when the proposed approach is used.

When there are no dynamic objects in the environment, SI-VSLAM and ORB-SLAM2 have similar accuracy. The structure of the scene, i.e. identical plants in our case, has a strong influence on mismatched feature points.

When there are dynamic objects in the scene, SI-VSLAM can use semantic segmentation to filter out the dynamic objects. Therefore, SI-VSLAM has higher accuracy in a dynamic environment. It is worth
noting that ORB-SLAM2 got the highest accuracy in the case of 111 plants dynamic. Although ORB-SLAM2 cannot filter out dynamic objects, the high-quality feature points make the system more robust in dynamic environments.

In order to increase the transparency of our work and make it reproducible for other researchers, we will provide the source code of our implementation after the paper is published at https://github.com/mjtq-slamlearning/30-VSLAM.

In future work we plan to deploy and evaluate the proposed system on a real watermelon field by working together with a local farmer. We will hopefully have a watermelon detector ready and integrated in our system until the next picking season.
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