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Abstract: Automated planning provides a powerful general problem solving tool, however, its need for a model creates a bottleneck for using it in real-world settings. In this work we propose to use neural networks, namely Cellular Simultaneous Recurrent Networks (CSRN), to process a planning problem and provide a heuristic value estimate that can more efficiently steer the automated planning algorithms to a solution. Using this particular architecture provides us with a scale-free solution that can be used on any problem domain represented by a planar grid. We train the CSRN architecture on two benchmark domains, provide analysis of its generalizing and scaling abilities. We also integrate the trained network into a planner and compare its performance against commonly used heuristic functions.

1 INTRODUCTION

Classical planning is a powerful tool in terms of general problem solving. Its performance relies heavily on heuristic functions which provide further information about the problem and suggest which states to expand in search of the solution. There are many widely used heuristic functions that provide informed state-goal distance estimate, however, to compute such estimate we need to model the problem we try to solve.

Problem representation for classical planning often has to be done by hand and some problems can be too hard to describe and model in standardized languages such as PDDL (Aeronautiques et al., 1998). That creates a bottleneck which complicates usage of classical planning techniques on complex or very large domains that are too hard to be modeled by a human. That holds for many real-world problems such as logistic problems, distribution warehouses or forklift fleets.

One way to avoid creating such representation is using a graphical representation of the problem. In conjunction with neural networks we take the modeling part out of the equation and base the heuristic computation on graphical features and not a hardcoded model.

Combining classical planning with neural networks is currently widely discussed problem which is being tackled from many different perspectives.

In (Shen et al., 2020), authors use hypergraph neural networks together with the standardized modelling language to compute heuristic value for a given state. In (Groshev et al., 2018) the authors take similar path to ours where they use graphic representation of the problem and compute a policy which should be followed in the search algorithm.

Another approach which uses image representation is (Asai and Fukunaga, 2017) and (Asai and Fukunaga, 2018) where authors convert the image into latent space and further evaluate it using neural networks to obtain a heuristic.

One type of neural networks which have been successful with problems represented by an image-like grid are the Cellular Simultaneous Recurrent Networks (CSRN). In particular, they were used to solve the maze traversal problem. As mentioned in (Ilin et al., 2008), output of the network can be used to greedily guide an algorithm from a start state to a goal using values generated by the network as a heuristic function which means that it can be used in classical planning algorithms. There are works regarding the CSNR architecture such as (Ilin et al., 2006) and (White et al., 2010) which mostly focused on improving its training which is a great bottleneck of this approach.

In this work, we implemented CSRN for both maze and Sokoban domains based on implementation in (Ilin et al., 2008). We analyze training of the...
CSRN architecture, discuss the parameters, training and evaluation. At the same time, we focus on its ability to generalize over different problem instances and discuss how to use it as a domain-independent heuristic function. At last, we integrate the CSRN in a classical planner and compare its performance against other heuristic functions.

2 BACKGROUND

Classical planning is a form of general problem solving that starts in a fully defined initial state and looks for a goal state by applying deterministic actions.

For each problem we need a set of facts which create the states and a set of actions which can be applied to said states. The two sets form a graph which can be referred to as a state-space of the problem. In this state-space we then look for a solution using state-space search algorithms.

2.1 State-space Search

Any search algorithm starts at the initial state and in each step applies all applicable actions to create more states which are further expanded until a goal state is reached. We can then reconstruct the path leading to solution by taking every expansion that led to the goal state from the beginning of the algorithm.

Such graph traversal algorithm can be computed blindly and states can be expanded in first-in first-out manner as a breadth-first search (Bundy and Wallen, 1984). However, the state-spaces tend to be large and exhaustive search may not be the most efficient way to find the solution. The performance of a search algorithm can be improved by using a heuristic function to guide it. There are many state-space search algorithms which use a heuristic function. In this work, we use Greedy Best-first Search (GBFS) which relies solely on the heuristic function when making a decision. Because we use a neural network to estimate the heuristic value and we have no guarantees on the generated heuristic values, we use GBFS in our experiments.

2.2 Heuristic Functions

Heuristic function is a function $h(s) \rightarrow \mathbb{R}^{0+}$ that takes a state $s$ on the input and returns a single value that estimates how far is the given state from a goal. Based on the values provided by the heuristic function, the search can make much more informed decisions in which state to expand next.

In this work, we use multiple different heuristic functions in the experiments to compare their performance. The most simple heuristic is a blind heuristic, which gives each estimate equal to zero. Next used heuristic function is Euclidean Distance (ED) which computes Euclidean distance from current state to goal state on a grid. These two heuristics are very fast and simple to compute, but the information they add to the search may not be very valuable.

Another heuristics, we use in the experiments, are $h^{FF}$ (Hoffmann, 2001) and LM-cut (Pommerening and Helmert, 2013) which are both widely used domain-independent heuristics that are used in planners such as LAMA (Richter and Westphal, 2010) or SymBA* (Torralba et al., 2014).

The $h^{FF}$ heuristic uses a principle called relaxation of a problem. Relaxed problem is a modified version of a problem where we lift certain constraints (in this particular case, we enforce monotonicity of the state transitions) to make it easier to solve. $h^{FF}$ then solves the relaxed version of the problem and reports the solution cost as a heuristic estimate for the original problem.

The LM-cut heuristic uses the principle of action landmarks. For every problem, there is a set of actions which have to be present in every existing solution. For example, to get to the goal in a maze, we always have to step to the tile next to the goal. Therefore, action that moves an agent to goal from a neighboring tile has to be present in the action landmark. The heuristic value can be then computed as a sum of the landmark action costs.

3 CELLULAR SIMULTANEOUS RECURRENT NETWORKS

Neural networks have proved to be a very powerful and versatile tool. Their possible connection with planning is still being explored (in works as stated in Section 1). In contrast to the existing work, here, we use a minimalistic recurrent neural network which is used as a component of the whole CSRN architecture. CSRN can be used on domains which are represented as a grid. In (Ilin et al., 2008), it was used on mazes. The CSRN architecture technically copies the structure of the input and each of the grid tiles has its own small neural network that processes it. We will refer to this kind of network as a cell network. Every tile has its own cell network, but all the cell networks share weights, such that no matter how large the grid input is, the number of trained weights stays the same. That is one of the great advantages of this architecture. It also allows CSRN to scale over arbi-
trarily large inputs, i.e. being scale-free, which is not case in any of the previous works, to our best knowledge.

3.1 Cell Network

The cell network which operates over one grid tile can have arbitrary structure. We implemented the CSRN according to the (Ilin et al., 2008), therefore we decided to use the same cell network architecture as well.

The cell network is a small recurrent network that uses two fully connected layers as displayed in Figure 1. It takes a vector on the input which contains information about the tile (red arrows), its neighbors (green arrows) and values of the hidden states from the last iteration (blue arrows). The first fully connected layer (FC-1) takes the input vector of size $v$ and computes $h$ hidden states. The second fully connected layer (FC-2) takes the $h$ hidden states and creates one value which represents heuristic value for the given grid tile. In case of the maze problem, the number estimates how many steps the agent has to take in order to find a goal in the maze if he starts at the given tile.

As we mentioned, the cell network is recurrent so the hidden states are a part of the input vector every following iteration. In every iteration, each cell network generates an output value using FC-2 (yellow arrow) which is then being fed into the neighboring cell networks in the next iteration (green arrows). All the cell networks run for the same number of iterations.

At the end of the last iteration, all cell networks return the final heuristic value for their cell. That leaves us with a matrix that contains a value for each tile of the input grid. These values represent the heuristic estimates for all the initial positions in the grid.

3.2 Training CSRN

In (Werbos and Pang, 1996), the authors showed that training such structure using Stochastic Gradient Descent (SGD) methods does not converge efficiently. We propose to use Bayesian Optimization (BO), as it is a universal approach, which does not require any additional assumptions on the objective function. E.g., for mentioned SGD, this function has to be differentiable, which heuristic functions are not in general. To train the CSRN, we use BO with Gaussian processes to optimize the objective function.

3.3 Architecture Parameters

There are parameters of the cell network, but also for the CSRN structure as a whole.

The cell network, as described in (Ilin et al., 2008), requires number of recurrent iterations and number of hidden states as parameters.

The number of iterations influences how much of the actual search the cell network simulates during its run but it does not influence the number of trainable weights. It does, however, influence the run time of the network.

On the other hand, the number of the hidden states directly influences the number of trainable weights in the whole architecture.

Let us say that the input vector $v$ consists of $n$ values which describe the grid tile, $m$ values which contain values of all tile’s neighbors and $h$ values which are the hidden state values from the previous iteration. The total number of trainable weights $w$ in such network is then computed as

$$w = (n + m + h) * h + h$$

The CSRN can be used for any size of the input grid, therefore it is a scale-free architecture. For all our domains in this work, we parametrize the locality of the cells as a 4-neighborhood, as we only assume that the state can change by moving one cell up, down, left and right (intuitively representing a robot or agent on the grid). However, it is possible to define the neighborhood in a different manner depending on
4 PROBLEM DOMAINS

As we already mentioned, (Ilin et al., 2008) uses maze traversal problem as the only domain which is also used in (Urbanovská et al., 2020). One property of the maze domain is that the 2D grid representation contains the whole state space of the problem. We can create every state in the state space by simply moving the agent in the maze onto every free tile on the grid. That led us to believe that the CSRNs’ success may be caused simply by this property of the maze domain, which is in core a simple problem from the planning perspective. Intuitively, the only process the CSRN has to learn is iterative gradient propagation through the maze as shown in Figure 3. That creates an optimal heuristic for such problem, provided that the already filled cells are not overwritten.

Therefore, we decided to test out the CSRN architecture on Sokoban domain, which is one of the hardest classical planning problems (it falls into the PSPACE-complete class). It can be easily represented by a grid which makes it a perfect candidate for the CSRN architecture, but its whole state space certainly cannot be represented by one-dimensional 2D grid.

4.1 Input Encoding

The cell network takes a vector on the input, so its corresponding grid tile has to be processed accordingly. In Figure 2, we can see the general input vector structure for the cell network which is very similar for both maze and Sokoban domain.

First \( n \) values of the vector describe the objects present at the given grid tile. In case of maze it is rep-
represented by 2 binary values, one for a goal and one for a wall. In case of Sokoban there is one more binary value that represents the presence of a box. These values stay the same in every recurrent iteration of the cell network.

Next $m$ values are output values from $m$ neighboring grid tiles. In both domains we have only 4 possible actions which represent 4 possible movements on the grid, so 4 values in total. Each problem instance is surrounded by walls so the agent cannot step out of the world, therefore we can wrap the neighborhood around and not break any rules of the domain. That is crucial because we need every cell network to have input of the same size. The neighbor values change in every iteration based on the previous results of the neighboring cells.

Last $h$ values are values of the hidden states. Their number is set by a selected parameter. These values change every iteration and at the start they are initiated to $-1$.

### 4.2 CSRN Output

As described in Section 1, each cell network returns one value at the very end of the CSRN computation. In this section, we focus on the output as a whole where we work with all the values returned by all the cell networks.

Each grid tile is evaluated by a cell network, so we can create an output grid with all the generated values that has the same size as the input grid which represents the problem as shown in Figure 3.

As we already stated, complete state-space of a maze can be represented by the grid per se and we can clearly see how to interpret the output of the CSRN in this domain. Each cell in the output grid corresponds to a heuristic value for a state where agent stands on the given tile.

That is a great advantage for such simple domain as the maze domain because we can run the CSRN once and get heuristic values for the whole state-space at the same time. That means that the heuristic computation does not have to be repeated through the rest of the search algorithm which can greatly contribute to the algorithm’s performance. Sadly this only holds for domains, where we can represent the whole state-space by the output grid.

Sokoban is a more complex domain and its state-space is much bigger and depends on different elements than just the position of the agent. Because of the boxes that are present, the problem becomes exponential and to create one output with all heuristic values we would have to create exponentially many grids with all box combinations to be able to evaluate the CSRN only once.

Creating a multi-dimensional output of the CSRN is certainly an interesting direction for future research, but in this work we decided to use 2D projection of the problem to be able to interpret the output grid. The downside of this approach is that it is necessary to evaluate the CSRN every time a box moves. That is still less heuristic function calls than many heuristics use because it is very common to evaluate the heuristic function for every encountered state.

Thanks to this approach, we can then create a 2D output grid which contains heuristic values for all the agent positions in the world with particular box configuration. Therefore it is basically a projection over two variables $(x, y)$ that describe agent’s position. We could do the same for any two variables and create a 2D representation which can be used as a source of heuristic values for a subset of states. However, using agent’s position seemed the most intuitive in this case.

Selection of the variable which are suitable for such projection is a direction of research of itself and it is not a problem, we will further discuss in this work. However, with good selection strategies, it would be possible to create such projection for arbitrary problem and therefore create a domain-independent framework that uses graphical representation on a grid.

### 5 CSRN TRAINING

Training of the CSRN architecture is a well-known bottleneck of the approach as stated in (Werbos and Pang, 1996). There have been many approaches to training the architecture, but overall the training can be very slow especially on a large number of samples. We use a very small number of training samples of small sizes because in this work we mainly focus on generalizing and scaling abilities of the CSRN architecture.

Due to these reasons, we decided to use BO with 5 steps and 3 restarts which runs for 5000 iterations. The objective function we want to optimize counts number of incorrect decisions the network would make in search using the learned heuristic. It is a function analogous to function used in (Ilin et al., 2008), thus the optimization algorithm aims to decrease the number of incorrect decisions made based on the learned heuristic values. Incorrect decision is such decision that is not present in any solution for the problem.
5.1 Objective Function

Before training the network, we have to create a structure that contains all "correct decisions". To do so, we generate the whole state-space for the given instance and find all solutions for every existing state. Such exhaustive search is costly, therefore, we only train the network on smaller number of problem instances that can be solved exhaustively in a reasonable time.

Once we have all plans for all possible states in the state-space, we go through all the plans and mark every decision that occurs in the plans. We know for sure that every one of these decisions leads to a goal state, because it is a part of a solution to the problem. That way, we are able to train the network not only on a subset of solutions but on all the existing solutions which hopefully provides us with more general knowledge about the problem domain.

In case of the maze domain, the exhaustive evaluation does not create a problem, as we can run a basic search algorithms from the goal and go through every tile in the maze which guarantees that we find all the possible plans.

Exhaustive evaluation for one Sokoban map is a very costly procedure. Therefore, we had to train the network only on very small samples we were able to exhaustively evaluate in a reasonable amount of time. One evaluation requires creating states for all possible box and agent position combinations and looking for all solutions in every created state.

It might seem that the evaluation function and creating all possible plans is rather a tedious approach. There are examples in the literature which use only optimal plans for training (Shen et al., 2020). Our reasoning behind training on all existing plans is that the network might be able to make more informed decisions in problematic parts of the state-space where other heuristics struggle or where the optimal solution may never lead to. We also hope it is going to prevent reaching dead-ends¹ which is a great problem specifically in the Sokoban domain. This approach prevents expanding the dead-end states, however, its behaviour in the dead-end is not being learned.

5.2 Parameter Selection

As stated in Section 3.3, there are several parameters in the CSRN architecture that have to be set. For the number of recurrent iterations and number of hidden states we trained architectures with different parameter combinations. In the (Ilin et al., 2008), the authors used 20 recurrent iterations and 15 hidden states for the network. However, that was for the maze domain. That is unfortunately not much information on how to modify the values in order to process the Sokoban domain. Therefore, we trained multiple differently parametrized architectures and based on their performance we used the most successful one in the planning experiments.

Another mentioned parametrization of the architecture is based on the neighborhood definition. In this case, in both the maze and Sokoban domains we have one agent which is allowed to move by one tile in its 4-neighborhood. Therefore the neighborhood function can be reused for both domains.

5.3 CSRN Convergence

Since we are using BO to train the network we wanted to demonstrate how the network converges on one maze sample. We are testing convergence of the objective function, thus we want the number of incorrect decisions made by the trained network equal to zero. The training was deployed 400 times with the limit of 1000 iterations and the results can be seen in Figure 5. We have observed that the success of the optimization heavily relies on the initial weights which are sampled randomly from given intervals.

In Figure 5 we see how the objective function converges to zero during the training. The lowest number of iterations is 0 which means that the initial iteration was good enough to find weights that yielded no wrong decisions. On the other hand, we see that the number of iterations can lead to hundreds. Even though the correct gradient propagation in only one maze instance is a very simple task, the initialization plays a great part in the speed of training. Lucky initialization can lead to almost immediate success while a bad initialization can lead to great prolonging. Some of the runs did not even finish with no mistakes in the given 1000 iterations.

6 EXPERIMENTS

We want to look at multiple properties of the trained CSRN and decide whether it is a suitable approach for neural heuristic learning for graphically represented problems.

First, we want to take the trained architectures and see their generalizing capabilities on different unseen problem instances. That will show us if training on a small number of samples provides the network with

¹A dead-end state in planning is a state from which no goal state is reachable. An example of a dead-end in Sokoban is a state, where a box is in a corner, which is not a goal.
6.1 Generalization and Scaling Experiments

In Section 5.2 we mentioned that we had to train multiple networks with different parameter configurations. We then integrated trained network in a planner and used them to solve different unseen data sets. Each data set in this branch of experiments contains 5 unseen problem instances. For each data set we also provided reference solution that has been achieved by using GBFS and the blind heuristic which is denoted as "ref" in Table 1 and Table 2. In both tables, each CSRN configuration is encoded as "number of recurrent iterations"–"number of hidden states".

CSRNs for the maze domain were trained on 5 problem instances of size 5x5. The parameters were selected from following
- number of recurrent iterations = [10, 20]
- number of hidden states = [5, 10, 15].

We then evaluated the trained networks on data set 5x5 which contains 5 unseen samples of size 5x5 and on data set 10x10 which contains 5 unseen samples of size 10x10.

CSRNs for the Sokoban domain were trained on 1 problem instance of size 3x3 with one box. The parameters were selected from following
- number of recurrent iterations = [10, 20, 30]
- number of hidden states = [15, 30].

Sokoban is a more complicated domain in terms of difficulty so we decided to scale-up both the size and the number of boxes. Each mentioned data set contains 5 unseen problem instances. First we have 2 data sets of size 3x3 with one and two boxes. Then we have 3 data sets with samples of size 6x6 with one, two and three boxes.

The search for the generalizing and scaling experiments was limited by number of expanded states for each sample which was set to 2x the reference solution.

6.1.1 Maze Domain

In Table 1 we can see results for all mentioned data sets and CSRN configurations. All configurations solved all problems in both data sets with the best possible solution lengths. The only difference is in the number of expanded states. All CSRN configurations managed to expand less states than the reference solution in both data sets. The configurations with best results are the 20-15 which achieved lowest number of expanded states on the 5x5 data set and the 10-10 configurations which achieved the lowers number of
expanded states one the 10x10 data set. These two configurations are further used in the planning experiments.

6.1.2 Sokoban Domain

In Table 2 we see results for all the CSRN configurations trained for Sokoban. The first two data sets which both have samples of size 3x3 were not a problem in terms of coverage because all CSRN architectures were able to solve all the problems. The first unsolved instances appeared in the 6x6 data set with one box.

Configuration with the highest coverage (most solved problems) is clearly 10-30 which did not solve only one problem and also has lower number of expanded states on 4/5 data sets.

From the solution length perspective, no CSRN was able to produce shorter solutions than the reference solver. Four configurations were able to find the same average solution length for 2 data sets. From these four configurations we selected the 30-30 because it has the highest coverage and also expanded less states than the reference point in 3/5 data sets compared to the other 3 configurations.

Based on the results, configurations 10-30 and 30-30 are further used in the planning experiments.

6.2 Planning Experiments

Each data set for the planning experiments contains 50 samples which are all unseen for the trained CSRN architectures. Each problem instance in the planning experiments is limited by a time limit of 10 minutes. For each domain, we used two trained networks that were evaluated as the best ones. In case of maze, we use CSRN configurations 10-10 and 20-15 which are denoted as CSRN-1 and CSRN-2. In case of Sokoban, we use CSRN configurations 10-30 and 30-30 which are placed in the same row in Table 3 as CSRN-1 and CSRN-2.

We can see all the results in Table 3. First four columns contain planning experiments where we used four data sets of different sized mazes - 8x8, 16x16, 32x32, 64x64. Last three columns in Table 3 contains three data sets of Sokoban data - 8x8, 10x10 - Boxoban, 16x16. The data used in 10x10 data set were sampled from the original Boxoban (Guez et al., 2018) data set.

The CSRN architectures are successful in the maze domain in terms of coverage because they were able to solve every problem instance in all four data sets. In terms of solution length, they also found optimal solutions for 3/4 data sets. A drawback we can see in the CSRN performance is the number of expanded states which is greater than even the simplest heuristic. That means that the heuristic generated by CSRN was often misleading for the search and caused selection of wrong states in the algorithm. However, since the heuristic is precomputed once for the whole maze (see Section 4.2), the final efficiency of the search does not lag behind the classical methods.

The Sokoban domain is a lot more complex and size of the instances in the planning experiments is higher than in the generalizing and scaling experiments. In the 8x8 data set, we can see that both CSRN architectures were able to achieve 0.98 coverage and expand nearly half the states compared to the blind heuristic. The performance gets worse in the 16x16 data set where CSRN cannot solve any of the given instances. In the 10x10 - Boxoban data set we can see that the CSRN solved at least some of the instances but the coverage is very low.

We also want to address the low coverage of the LM-cut and hFF heuristics which is caused by the complexity of the domain as well as the computational time they require. We can see that CSRN has an advantage over these two heuristics especially in the 8x8 data set. As we stated in Section 4.2, CSRN has to be evaluated only once for a new box configuration so the evaluation is not running for every new state and its outputs can be saved and reused. That seems to be a great advantage in the Sokoban domain. While using the CSRN we can expand more states quicker because when we compute heuristic (run the CSRN) it provides heuristic values for a whole subset of states instead of just one state.

6.3 Discussion

Results presented in 6.1 and 6.2 show us that the CSRN architecture is able to scale-up for both given domains. In case of the maze domain, we see impressive performance for all presented data sets and the planning experiments. This result is to be expected due to the domain’s complexity.

Much more interesting are the Sokoban results where we see CSRN’s ability to generalize over incomparably more difficult problem instances. Considering the fact that the CSRN was trained on empty 3x3 maze with one box its performance on 6x6 and 8x8 instances is very impressive. More importantly, it was fully able to adapt to problems with higher number of boxes. Adding boxes to the Sokoban problem presents a large number of complications for the heuristic. There are overlapping trajectories, extended movement rules as only one box can be pushed at a time and other aspects which make the problem more complex.
Table 1: CSRN evaluation performed on maze domain. Reference solver is GBFS with blind heuristic. Each CSRN configuration is named by its number of recurrent iterations and number of hidden states connected with a dash. Best results are written in bold lettering.

<table>
<thead>
<tr>
<th>ref</th>
<th>10-5</th>
<th>10-10</th>
<th>10-15</th>
<th>20-5</th>
<th>20-10</th>
<th>20-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
</tr>
<tr>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
</tr>
<tr>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
</tr>
<tr>
<td>5x5</td>
<td>5.6</td>
<td>10.8</td>
<td>15.6</td>
<td>5.6</td>
<td>10.8</td>
<td>15.6</td>
</tr>
<tr>
<td>10x10</td>
<td>11.2</td>
<td>20.8</td>
<td>30.8</td>
<td>11.2</td>
<td>20.8</td>
<td>30.8</td>
</tr>
</tbody>
</table>

Table 2: CSRN evaluation performed on Sokoban domain. Reference solver is GBFS with blind heuristic. Each CSRN configuration is named by its number of recurrent iterations and number of hidden states connected with a dash. Best results are written in bold lettering.

<table>
<thead>
<tr>
<th>size</th>
<th>boxes</th>
<th>ref</th>
<th>10-15</th>
<th>10-30</th>
<th>20-15</th>
<th>20-30</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
</tr>
<tr>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
</tr>
<tr>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
</tr>
<tr>
<td>3x3</td>
<td>1</td>
<td>6.0</td>
<td>23.6</td>
<td>6.0</td>
<td>22.4</td>
<td>23.6</td>
</tr>
<tr>
<td>3x3</td>
<td>2</td>
<td>5.2</td>
<td>10.8</td>
<td>5.4</td>
<td>18.4</td>
<td>10.8</td>
</tr>
<tr>
<td>3x3</td>
<td>3</td>
<td>21.8</td>
<td>340.8</td>
<td>29.8</td>
<td>469.8</td>
<td>340.8</td>
</tr>
<tr>
<td>3x3</td>
<td>4</td>
<td>28.6</td>
<td>1242.01</td>
<td>54.0</td>
<td>1821.75</td>
<td>1242.01</td>
</tr>
</tbody>
</table>

Table 3: Planning experiments for both maze and Sokoban domains.

<table>
<thead>
<tr>
<th>Maze</th>
<th>Sokoban</th>
<th>8x8</th>
<th>16x16</th>
<th>32x32</th>
<th>64x64</th>
<th>8x8</th>
<th>10x10 - Botohan</th>
<th>16x16</th>
</tr>
</thead>
<tbody>
<tr>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
<td>avg pl</td>
</tr>
<tr>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
<td>avg ex</td>
</tr>
<tr>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
<td>cvg</td>
</tr>
<tr>
<td>blind</td>
<td>11.64</td>
<td>27.42</td>
<td>1</td>
<td>23.36</td>
<td>98.82</td>
<td>1</td>
<td>46.2</td>
<td>267.28</td>
</tr>
<tr>
<td>ED</td>
<td>10.76</td>
<td>14.58</td>
<td>1</td>
<td>23.36</td>
<td>48.14</td>
<td>1</td>
<td>46.2</td>
<td>129.7</td>
</tr>
<tr>
<td>LM-cut</td>
<td>10.76</td>
<td>10.76</td>
<td>1</td>
<td>23.36</td>
<td>23.36</td>
<td>1</td>
<td>46.2</td>
<td>46.2</td>
</tr>
<tr>
<td>CSRN-1</td>
<td>10.88</td>
<td>28.98</td>
<td>1</td>
<td>23.36</td>
<td>105.6</td>
<td>1</td>
<td>46.2</td>
<td>357.5</td>
</tr>
<tr>
<td>CSRN-2</td>
<td>10.88</td>
<td>26.9</td>
<td>1</td>
<td>23.36</td>
<td>105.02</td>
<td>1</td>
<td>46.2</td>
<td>356.44</td>
</tr>
</tbody>
</table>
Based on the results we can report that the CSRN is capable of generalizing and scaling not only in the maze domain which we consider a simple baseline but also in the Sokoban domain.

7 CONCLUSION

We successfully trained CSNR architecture on both maze and Sokoban domains and evaluated its scaling and generalizing ability on unseen problem instances. We also integrated trained CSRNs into a planner and compared their performance with other commonly used heuristic functions. As we already stated, we are using the image-like grid representation of the problems. Thanks to that, we can say that we work with a model-free planning framework because our planner does not require a domain / problem model for the computation.

The generalizing and scaling experiments showed that the CSRN architecture is able to generalize very well on maze domain where it outperformed the reference solution in all data sets. In case of the Sokoban domain, we were able to achieve 96% coverage and even though the CSRN was finding longer solution in general, it was also able to decrease number of expanded states compared to the reference solution.

The planning experiments showed that the CSRN for maze domain provided comparable results to the classical heuristics, however, it expanded a larger amount of states in the process. In the Sokoban domain, we saw a great coverage on the 8x8 data set which contained larger instances than the data sets in generalizing and scaling experiments. However, we also saw limitations of the trained configurations as the results on the other two data sets showed next to no coverage. That is caused by the size of the problem instances which influence the complexity as well. Still, training the network on one 3x3 sample provided us with great results on the 8x8 data set and a promising direction for a follow-up research of the CSRN ability to generalize.

These results show us that the CSRN architecture might be the right tool for grid-based domains in terms of heuristic computation. Other further research direction would be to explore achieving domain-independence of this approach. So far, we have two ways of achieving that. One is creating an algorithm that would select appropriate variables in the problem domain which would allow us to create a 2D projection of the problem. The other way is creating an alternative representation of the problem which would be still processed by the CSRN architecture but without the condition of the grid structure, similarly as in Natural Language Processing using a linear vector representation, for instance.

Addressing these ideas could lead to a model-free, scale-free and domain-independent heuristic function learned by a neural network on small tractable problem samples. In the future, we would like to focus on these mentioned challenges and provide such framework that could process any given problem.
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