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Abstract: Despite the long-standing appearance of question types in the Visual Question Answering dataset, Visual
Question Classification does not received enough public interest in research. Different from general text clas-
sification, a visual question requires an understanding of visual and textual features simultaneously. Together
with the enthusiasm and novelty of Visual Question Classification, the most important and practical goal we
concentrate on is to deal with the weakness of Object Detection on object-less images. We thus propose an
Object-less Visual Question Classification model, OL–LXMERT, to generate virtual objects replacing the de-
pendence of Object Detection in previous Vision-Language systems. Our architecture is effective and powerful
enough to digest local and global features of images in understanding the relationship between multiple modal-
ities. Through our experiments in our modified VizWiz-VQC 2020 dataset of blind people, our Object-less
LXMERT achieves promising results in the brand-new multi-modal task. Furthermore, the detailed ablation
studies show the strength and potential of our model in comparison to competitive approaches.

1 INTRODUCTION

Among multi-modal topics which requires advanced
technologies in many cutting-edge areas, vision-
language tasks are challenging and potential to dig
much deeper due to the associated composition be-
tween images and texts. This reflects in many in-
triguing tasks such as Visual Question Answering (Le
et al., 2020), Visual Commonsense Reasoning (Wang
et al., 2020), and so on. Those works focus on ana-
lyzing, understanding, and retrieving the relationship
among various modalities (Le et al., 2021a).

In the flow of vision-language studies, we propose
an interesting and novel task named Visual Question
Classification (VQC) to determine the category of vi-
sual questions. With an aid of a Visual Question Clas-
sification approach, it is useful to determine the an-
swer space for the special kinds of questions such
as Yes/No and Number ones. Although this is the
first time this task is introduced, the category of vi-
sual question always exists in most Visual Question
Answering datasets such as VQAv2.0 (Goyal et al.,
2017), VizWiz-VQA (Gurari et al., 2018), etc. This
fact reflects the enormous potential of question type

which has not ever been used in the previous ap-
proaches.

unanswerable other yes/no number

Figure 1: The typical examples of low-qualified images.

Together with the potential of question type, our
concerns also come from low-qualified images in
practice. Throughout our work, object-less images
are the representative of samples that have few ob-
jects recognized from Object Detection models. Typ-
ical examples of these kinds of images are presented
in Figure 1. In these cases, it is not effective to
utilize Object Detection models such as Faster R-
CNN (Ren et al., 2015) to extract the object-based
features. Therefore, an important and practical re-
search question is how to take advantage of recent
vision-language models to deal with the real-world
images. Obviously, object-based approaches seem
vulnerable due to the resolution of images. To over-
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come the challenges of practical images, we propose
an object-less generator to make use of Transformer-
based image features in constructing the virtual ob-
jects, which is pragmatic and effective to replace the
role of Object Detection component in recent vision-
language models. Our proposed component is less in-
fluenced by side effects of poor quality images. It is
completely suitable and effective to adapt into prac-
tical environment. However, there is no denying that
object-based features are more complicated and effi-
cient in the high-qualified images due to informative
representation. Although our proposed architecture is
not limited in poor-qualified vision, it is meaningful
to emphasize the strength of our proposed architecture
in the specific domain (i.e in VizWiz-VQA dataset of
blind people).

Our main contributions are as follows:

• We introduce a novel task, Visual Question Clas-
sification, in the cutting-edge area between vision
and language. It is the first time this task is re-
garded as an independent problem despite its im-
portance and concealed long-term viability.

• We propose the Object-less Visual Question Clas-
sification model which takes advantage of image
features to generate the virtual objects and inte-
grates the vision-language models to predict the
category of visual questions.

• Experimental results and ablation studies on
VizWiz-VQC 2020 dataset prove the effective-
ness and robustness of our virtual objects against
object-based models.

In the remain of this paper, some related works
are shown in Section 2. Then, the detail of compo-
nents and our model is represented in Section 3. Next,
to prove the effectiveness of our model, the result of
our model, as well as the comparison with the state-
of-the-art models, are represented thoroughly in Sec-
tion 4. In addition, we also present some samples and
discussion in Section 5. Finally, the conclusion and
future works are shown in Section 6.

2 RELATED WORKS

2.1 Text Classification

In recent years, with the development of Transformer
architecture and transfer-learning, text understanding
achieves significant improvements, especially in sen-
tence classification. Well-known models in this trend
such as BERT (Devlin et al., 2019), XLNet (Yang
et al., 2019) is one of the competitive approaches in a

lot of text classification datasets. Different from pre-
vious autoencoding and autoregressive approaches,
XLNet proposes a new framework to learn the con-
text of a word based on the contribution of all tokens
via the permutation operation. Generally, the strength
of these approaches depends on the self-supervised
learning from huge datasets and the robustness of self-
attention in Transformer architecture.

In contrast to inductive learning in the above
approaches, transductive learning techniques are ef-
fective to model the relationship between texts via
observing all data samples. In the traditional ap-
proaches, the category of text is considered by the
local context the global relationship through textual
graphs. In this kind of approach, BERT-GCN is
the powerful approach that combines a large-scale
pre-training language model and transductive learn-
ing. Through a heterogeneous graph of textual ele-
ments, TextGCN (Yao et al., 2019) is able to learn
the text representation via the relationship matrix of
nodes and weighted edges. To integrate external lan-
guage model, BERT-GCN (Lin et al., 2021) proposes
an ensemble classifier with the contribution of both
BERT (Devlin et al., 2019) and TextGCN (Yao et al.,
2019).

2.2 Vision-language Model

In the rapid growth of multi-modal information,
vision-language models have been receiving interest
from both research and industry. However, the dif-
ference of representation between images and texts
is a huge hurdle in previous works. In recent years,
there is a lot of effort to overcome this challenge in
many vision-language tasks such as Visual Question
Answering (Le et al., 2020), Visual Commonsense
Reasoning (Wang et al., 2020), etc.

In previous approaches, visual and textual features
are independently considered and combined by the
multi-modal fusion function. These systems, how-
ever, accidentally ignore the composition between
textual and visual objects. The typical example of
this type is Vision-Text Transformer (Le et al., 2021b)
which utilizes Vision Transformer (Dosovitskiy et al.,
2021) and BERT (Devlin et al., 2019) to extract vi-
sual and textual features. The success of this model
comes from the robustness of pre-trained vision and
language model instead of the interaction between im-
ages and texts.

Recently, another branch where images and texts
are much more considered simultaneously is pre-
training vision-language models. One of the most
successful vision-language models, LXMERT (Tan
and Bansal, 2019), utilize bi-directional cross-
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encoder attention to learn the visual and textual fea-
tures together. In particularly, LXMERT utilizes the
Faster R-CNN to extract the object-based features of
images. After, the textual and visual features are in-
tensified and combined by Transformer architecture.
Besides, it also proposes some pre-training tasks to
optimize the vision-language model. However, its
bottle-neck comes from the external Object Detection
which is profoundly affected by the images’ quality.

3 METHODOLOGY

The performance of most current vision-language
models depends on the quality of Object Detection
system, which is the bottle-neck in practical domain,
especially in poor-qualified images. With our obser-
vation and the trend of image processing, we pro-
pose an object-less generator which utilizes the visual
features to eliminate the requirements of the exter-
nal Object Detection models. Instead of starting from
scratch, we take advantage of pre-trained models via
transfer-learning to construct the powerful virtual ob-
jects. To prove the efficiency of our proposed compo-
nent, we integrate it into one of the most successful
vision-language models, LXMERT (Tan and Bansal,
2019).

3.1 Object-less Generation

3.1.1 Image Feature Extraction

Together with the success of Transformer architecture
in Natural Language Processing, more and more pow-
erful approaches have appeared in many Computer
Vision tasks such as Image Classification (Dosovit-
skiy et al., 2021), Image Super-Resolution (Parmar
et al., 2018), etc. Transformer architecture is more
promising than traditional Convolution Neural Net-
work (CNN) to capture self-attention on pixels. With
the fewest modifications from Transformer architec-
ture, Vision Transformer model treats an image as a
series of patches instead of pixels. This mechanism is
efficient to maintain the spatial relationship in images
and drop the computational cost.

Specifically, an image is split into a list of N fixed-
size patches which are flattened and mapped into the
featured space via linear projection. Then, each patch
is injected by its position information via position em-
bedding to keep the spatial relation of patches in the
original image. The detail of the Vision Transformer
in our image feature extraction is presented in Fig-
ure 2. We also notice that Vision Transformer is used
as the external feature extractor instead of an internal
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Figure 2: The detailed architecture of our Image Feature
Extraction.

component in our model, which is similar to most pre-
vious image processing approaches. This mechanism
is ideal enough to increase the speed of our system.
Besides, to reduce the computation cost, we also in-
tegrate the stack of Average Pooling 1D in the visual
features to obtain the generalized representation.

3.1.2 Object-less Generation

In our model, we assume that image features are
sufficient to generalize visual contents such as ob-
jects, colors, backgrounds, and so on. Therefore, the
global representation of images is a great alternative
to output from an external Object Detection model.
Furthermore, annotated data of image classification
is easier and more reasonable than object-based re-
sources. Even that, our proposed component is com-
pletely accomplished to integrate the portable image
system into understanding visual content.

In the previous components, an image is repre-
sented into the feature vector fI ∈Rd×k where d is the
dimension of the output layer in Vision Transformer
and k is the number of patches in images. In most
vision-language approaches, an object consists of two
main characteristics extracted by a specific region of
interest (RoI). Firstly, with each selected RoI, the RoI
features are derived from the mean-pooled convolu-
tion layer of the Object Detection model. Secondly,
the position of bounding boxes in images is also uti-
lized to represent objects. However, we also consider
some thresholds to eliminate the uncertain objects. In
traditional approaches, object-based features are often
extracted by the process in the Up-Down model (An-
derson et al., 2018). Besides, to maintain consistency
in an input layer, the number of objects is often equal
to 36.

Based on the configuration of previous approaches
in image processing, our virtual objects also includes
two kinds of features. With each patch fi ∈ fI , RoI
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features of corresponding virtual object oi are gener-
ated by a Feed-forward Neural Network Equation 1.

ri = tanh
(
W T

r fi +br
)

(1)

Where Wr ∈ Rd×2048,br ∈ R2048.
The dimension of RoI features is similar to the

Up-Down model (Anderson et al., 2018) for the orig-
inal objects. The number of virtual objects is, how-
ever, based on the number of patches in Vision Trans-
former instead of the Up-Down model (Anderson
et al., 2018).

After generating the RoI features of virtual ob-
jects, we also learn the corresponding position via
Feed-forward Neural Network models without an ac-
tivation function in Equation 2.

pi =W T
p fi +bp (2)

Where Wp ∈ Rd×4,bp ∈ R4. In most Object Detec-
tion models, we need to determine the specific for-
mat of bounding boxes such as width-height, point-
length, etc. However, our Position Generator is effi-
cient enough to learn spatial information in all con-
figurations. Similar to RoI Generation, the number of
position features are based on the number of patches
from Vision Transformer (Dosovitskiy et al., 2021).

At a quick glance, our generation is too easy to
consider as the critical component in the novel vision-
language models. However, we need to notice that
the features of objects depend on the bounding boxes.
Therefore, each object is represented locally in each
specific region of an image instead of considering the
global features. In object-less images, there are a few
objects with high confidence. It is the reason that
object-based features dwell on redundant regions in
images for low confident objects. Obviously, localiza-
tion is indeed challenging in CNN-based approaches.
In our generation, object features are created by the
global representation of images, so our virtual objects
are ideal to capture global information and learn local
regions in images. Although our generation is simple
and transparent, its generalization is quite high and
efficient. The performance of our proposed generator
is proved in the detailed results and ablation studies.

3.2 Object-less Visual Question
Classification

The key component in previous vision-language ap-
proaches is to expand the input and embedding layer
for processing both image and text simultaneously.
However, most of them often depend on the exter-
nal Object Detection models. With the fewest mod-
ification of the vision-language model, we propose

a novel Object-less Visual Question Classification
model. Our model takes advantage of the pre-trained
LXMERT model with our virtual objects. with our
proposed architecture, it is ideal to evolve gradually
through the development of the Computer Vision and
Vision-Language model.

Firtly, after generating the virtual object o =
{oi}m

i=1 from our object-less generator, virtual object
features ri and position pi are normalized by Layer-
Norm function (LN). Then, the position-aware em-
bedding is calculated by adding the information of
normalized ri and pi in Equation 3. From this ag-
gregation, image representation becomes the combi-
nation of virtual object features and position informa-
tion.

vi =
(LN(WF ri +bF)+LN(WP pi +bP))

2
(3)

Next, the visual features v and textual features q
are intensified by Multi-head attention in Transformer
architecture. To combine the multi-modal informa-
tion, LXMERT proposes a cross-modality encoder
between images and texts. In particularly, this com-
ponent is the bi-direction multi-head attention from
images to texts and vice versa. It is so similar to
guided-attention (Yu et al., 2019) in previous works.
However, the success of the LXMERT model comes
from the pre-training strategies. This process allows
vision-language models to learn the multi-modal data
instead of single modality in traditional approaches.

In our architecture, we take advantage of the pre-
trained LXMERT model to prove the strength of our
virtual objects. Therefore, LXMERT architecture is
almost maintained. Instead of utilizing the object-
based feature, our OL-LXMERT model obtains the
virtual objects via the internal object-less generator.
It is pragmatic and effective to deploy in both prac-
tice and research. Even that, our proposed generator
may completely replace the role of the Object Detec-
tion module in vision-language models in this task.

4 EXPERIMENTS

4.1 Datasets and Evaluation Metrics

In the consistent motivation of our work, we focus on
the VizWiz-VQA dataset for blind people. All sam-
ples of VizWiz-VQA are collected by blind people.
Therefore, images in the VizWiz-VQA dataset are of-
ten object-less and poor-qualified. Studying in this
domain is ideal to raise the public interest for the dis-
abled especially for blind people. It is humane and
necessary to help them overcome their difficulties in
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Figure 3: OL-LXMERT: The integration of object-less generator and vision-language model for Visual Question Classifica-
tion.

the real world via deploying advanced technologies,
especially in vision-language’s understanding.

To create the VizWiz-VQC dataset, we derive the
visual question information from VizWiz-VQA 2020
dataset. However, VizWiz-VQA is the concealment
of test set. Therefore, we recommend a modification
as follows:

• Consider the validation set in VizWiz-VQA as the
test set of VizWiz-VQC for Visual Question Clas-
sification task.

• Split the original training set in VizWiz-VQA into
the training and validation set of VizWiz-VQC
dataset with the ratio 80% : 20%

The detail of our extracted VQC dataset from VizWiz-
VQA 2020 is presented in Table 1. We also mention
the question type distribution of our data in Table 2.

Table 1: The analysis of our dataset – VizWiz-VQC.

Train Val Test
No. Samples 16,418 4,105 4,319
No. Question Types 4 4 4
Avg. Words/Question 6.76 6.74 7.26
Avg. Objects/Image
(thresh = 0.4) 2.98 3.07 2.88

Table 2: The distribution of question type in VizWiz-VQC.

Train Val Test
% Other 66.91 66.92 62.31
% Yes/No 4.67 4.65 4.51
% Unanswerable 26.95 26.97 32.07
% Number 1.47 1.46 1.11

Obviously, our choice and recommendation is
suitable for object-less as well as real-world images.
Particularly, in VQAv2.0 (Goyal et al., 2017), anno-

tators are required to give a question of objects in im-
ages. Obviously, object-less images are often elimi-
nated in most previous VQA datasets. Therefore, we
consider VizWiz-VQA 2020 as the best choice for the
challenges of object-less images. The most special
characteristic of VizWiz-VQA is based on its data col-
lection process where all samples are taken by blind
people via their personal phones. It is the reason that
most images in this dataset are poor-qualified and in
low resolution. Specifically, the number of objects
is approximately 2.9 per image. This ratio is much
lower than the other datasets in the same configura-
tion of Faster R-CNN. Together with the difficulty in
object-less images, questions recorded by blind peo-
ple are challenging for text understanding.

In evaluation, similar to previous approaches in
Question Classification, we also consider F1-score as
the main metric in Visual Question Classification. In
addition, we also mention the precision and recall of
our classifier in all comparisons.

4.2 Results

Coming from the brand-new appearance of VQC in
the multi-modal tasks, it is too hard to choose the
competitive baselines in this problem. As a pio-
neer in the task, we suggest comparing VQA task
to two kinds of models including (i) general text
classification and (ii) multi-modal VQA. In the first
comparison, we mention two SOTA text classifica-
tion models which are based on the latest technolo-
gies of XLNET (Yang et al., 2019) for pre-trained
language understanding and BERT-GCN (Lin et al.,
2021) for Graph Neural Network. These approaches
only receive textual questions (Q) as an input instead
of both images (I) and texts (Q). In the aspect of
multi-modal systems, we compare our model to VT-
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Table 3: The detailed comparison of our Object-less approach against the competitive baselines.

Model Precision Recall F1

Q BERTGCN (Lin et al., 2021) 0.59 0.61 0.59
XLNet (Yang et al., 2019) 0.57 0.58 0.57

QI VT-Transformer (Le et al., 2021b) 0.59 0.65 0.61
QI LXMERT (Tan and Bansal, 2019) 0.63 0.70 0.66
QI OL–LXMERT (Our model) 0.67 0.69 0.68

Transformer (Le et al., 2021b) which is one of the
most successful models in VizWiz-VQA task. The
reason for this choice comes from the similar image
feature extractor between two models. With a few
modifications in the last prediction layer, we consider
VT-Transformer as the most related approach in com-
parison to our model. Besides, to prove the strength of
our model in object-less domain, we also present the
performance of the original LXMERT together with
object=based features from Faster R-CNN (Ren et al.,
2015) models.

In Table 3, we show the performance of our
Object-Less models (OL–LXMERT) in comparison
to the existing state-of-the-art in text classification
and multi-modal approaches. Our model obtains
promising results against the competitive baselines in
both single and multiple modalities. With the same
architecture of LXMERT, our Object-less model is
more efficient and encouraging to overcome the chal-
lenges in images from blind people. Instead of de-
pending on external Object Detection models, our
OL–LXMERT is ideal enough to take advantage of
visual features to generate the local and global ob-
ject representation. In addition, these results also re-
veal that Visual Question Classification is challeng-
ing and distinctive. Without the contribution of image
(I), VQC is indeed arduous in text classification. This
task is fully worthy enough to be considered in the
independent problem in the multi-modal area.

4.3 Ablation Studies

In this part, we also conduct some ablation studies
to emphasize the contribution of our proposed com-
ponents. Firstly, we also present the reason that we
consider Visual Question Classification as an inde-
pendent task. With a cursory glance, VQC is quite
similar to the text classification task in NLP. The re-
sults in Table 4, however, reflect this task’s differences
and challenges. In text classification, the category is
determined by the context of natural language. How-
ever, the type of visual question is based on the re-
lationship between images and texts. Especially, in
VizWiz-VQC, questions are spoken by the blind in
their daily lives, so it contains a lot of redundant infor-
mation. In Table 4, the single modality model can not

overcome the challenges in the VQC task. With the
combination of images and questions, our approach
and previous multi-modal system have enough fea-
tures to give a correct choice.

Table 4: The contribution of images and texts in multi-
modal VQC task.

Model Precision Recall F1
Q BERT 0.58 0.63 0.59

I Vision
Transformer 0.56 0.57 0.55

QI OL–LXMERT 0.67 0.69 0.68

Secondly, we also emphasize the strength of vi-
sual features from Transformer architecture against
traditional Convolution Neural Work models. In this
comparison, we utilize the image features from the
latest improvement of the CNN-based model as Effi-
cientNet (Tan and Le, 2019). Our detailed compari-
son between Transformer-based and CNN-based im-
age feature extraction is presented in Table 5. Ob-
viously, Vision Transformer obtains the best perfor-
mance against the traditional approaches in CNN.

The visible question in this comparison is the
weakness of virtual objects in CNN-based approaches
against the Object-based model of Faster R-CNN.
However, when we consider the architecture of Faster
R-CNN carefully, it is easy to realize that both Ef-
ficientNet and Faster-RCNN are also deployed by the
CNN models. Moreover, the annotated information of
Object Detection is more greatly enriched than image
classification. Besides, LXMERT (Tan and Bansal,
2019) architecture is designed and trained to satisfy
the object-based models. Therefore, with the same
fundamental architecture from CNN, the performance
of Faster RCNN is better than EfficientNet in the
LXMERT model.

However, as we mentioned above, the drawback
of Convolution Neural Network models is based on
the mechanism of kernels which only observe limited
regions in images. In Object-less images, there are
a few objects in high confidence, which means the
features of local objects are less meaningful to cover
all content of images. On the contrary, our model
takes advantage of the Transformer-based approach to
extract the global features in the object-less images.
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Table 5: The comparison of Transformer-based and CNN-based image feature extraction.

Model Precision Recall F1
Object-based Faster-RCNN (Ren et al., 2015) 0.63 0.70 0.66

Objectless-based
EfficientNet-b7 (Tan and Le, 2019) 0.58 0.63 0.59
EfficientNet-b6 (Tan and Le, 2019) 0.56 0.57 0.55
ViT (B 16) 0.67 0.69 0.68

With the same process of virtual objects, the global
features from Transformer architecture obtain signifi-
cant results against CNN-based representation in both
Image Classification and Object Detection models. It
also reflects that our virtual images are auspicious
enough to integrate the global and local features in
images.

5 DISCUSSION

As a result, our virtual objects are created to reduce
the dependence on object-based features in vision-
language models. However, there are some special
cases where the content of objects is so important.
Through the detailed confusion matrix in Figure 4,
the strength and weaknesses of our virtual objects are
demonstrated clearly.
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Figure 4: The detailed confusion matrix between LXMERT
and OL–LXMERT.

Firstly, our Object-less LXMERT model outper-
forms the object-based LXMERT in total. Specifi-
cally, our model has significant success in the unan-
swerable samples which are the characteristic features
of the VizWiz dataset against the previous works such
as VQAv2.0 (Goyal et al., 2017), CLEVR (Johnson
et al., 2017), etc. The main reason for the appearance
of unanswerable samples in VizWiz comes from col-
lection process from blind people. Obviously, these
samples are too poor-qualified to detect any objects in
images. Therefore, in these cases, our virtual objects
are indeed efficient to predict the category of visual
questions.

With the other question, both LXMERT and OL-
LXMERT are equivalent in precision, recall and F1-
score. Nevertheless, the recall of OL-LXMERT is
worse than LXMERT model in number and yes/no

question. It means that the object-based model fo-
cuses on the relationship between objects and key-
words in question to predict the type of question. It
also comes from the characteristic of the number and
yes/no visual samples whose content is about the exis-
tence and quantity of objects. However, the precision
of the LXMERT model in these kinds of questions
is worse than OL-LXMERT. Although these samples
tend to relate to the appearance of objects, most im-
ages in the VizWiz dataset are object-less. Therefore,
our object-less model is more powerful to cover the
global and local features through virtual objects.

Obviously, our virtual objects prove their strength
and robustness in four kinds of questions. Especially,
in unanswerable questions, our virtual objects clearly
prove their importance and potential. Even, in the
mainstream of object-based models in number and
yes/no visual question, our object-less also obtains
significant precision against LXMERT. However, we
can not deny that the low recall of OL-LXMERT in
the object-based question is also the weakness of our
virtual objects. It encourages us to deploy the deli-
cacy combination between real and virtual objects in
the future works.

6 CONCLUSION

In this paper, we emphasize the importance and ne-
cessity of the Visual Question Classification task as
an independent problem in the multi-modal area, es-
pecially in object-less images for blind people. We
also propose the Object-Less LXMERT model to take
advantage of the pre-trained vision-language model
with the fewest modification via transfer learning.
Our OL-LXMERT model is efficient to generate the
virtual objects for replacing the role of the external
Object Detection models in previous vision-language
approaches. Through our detailed comparison and
ablation studies, our Object-less LXMERT model
achieves significant results against the competitive
baselines in both single and multiple modalities in our
extracted VizWiz-VQC 2020.
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