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Abstract: Due to the proliferation of a large amount of publicly available data, information leakage (IL) has become a
major problem. IL occurs when secret (sensitive) information of a system is inadvertently disclosed to unau-
thorized parties through externally observable information. Standard statistical approaches estimate the mutual
information between observable (input) and secret information (output), which tends to be a difficult problem
for high-dimensional input. Current approaches based on (supervised) machine learning using the accuracy
of predictive models on extracted system input and output have proven to be more effective in detecting these
leakages. However, these approaches are domain-specific and fail to account for imbalance in the dataset.
In this paper, we present a robust autonomous approach to detecting IL, which blends machine learning and
statistical techniques, to overcome these shortcomings. We propose to use Fisher’s Exact Test (FET) on the
evaluated confusion matrix, which inherently takes the imbalances in the dataset into account. As a use case,
we consider the problem of detecting padding side-channels or ILs in systems implementing cryptographic
protocols. In an extensive experimental study on detecting ILs in synthetic and real-world scenarios, our ap-
proach outperforms the state of the art.

1 INTRODUCTION

Information leakage (IL) is termed as the unintended
disclosure of the sensitive information to an unautho-
rized person or an eavesdropper via observable sys-
tem information (Hettwer et al., 2020). Detecting
these ILs is crucial since they can cause electrical
blackouts, theft of valuable and sensitive data like
medical records and national security secrets (Het-
twer et al., 2020). The task of detecting IL in a given
system is called information leakage detection (ILD).

A system, intentionally or inadvertently, releases
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huge amounts of information publicly, which can
be recorded by any outside observer called the ob-
servable information (data). Precisely, IL occurs in
this system if the observable information is directly
or indirectly correlated to secret information (secret
keys, plaintexts) of the system, which may result in
compromising the security. Most current approaches
based on statistics estimate the mutual information
between observable and secret information to quan-
tify IL. However, these estimates suffer from the
problem of the curse of dimensionality of inputs (ob-
servable information) and in addition, strongly rely
upon time-consuming manual analysis by domain ex-
perts (Chatzikokolakis et al., 2010). Current state-of-
the-art research focuses on the development and ap-
plication of machine learning for ILD since they have
been proven to be more effective (Moos et al., 2021;
Mushtaq et al., 2018). These approaches analyze the
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accuracy of the supervised learning model on the data
extracted from the given system, by using the observ-
able information as input and the secret information
as the output (Moos et al., 2021). However, these
approaches are domain-specific and not equipped to
handle the imbalanced datasets, making them possi-
bly miss novel ILs (false negatives) or detect non-
existent leakage in the system (false positives) (Picek
et al., 2018). Our approach tackles this problem by
using the weighted version of supervised learning al-
gorithms and the evaluated confusion matrix to de-
tect the IL which inherently takes the imbalance in
the dataset into account (Hashemi and Karimi, 2018).

As a use-case, we consider the problem of side-
channel detection in cryptographic systems, which
is an application of ILD. A cryptographic system
unintentionally releases the observable information
via many modes, such as network messages, CPU
caches, power consumption, or electromagnetic radi-
ation. These modes are exploited by the side-channel
attacks (SCAs) to reveal the secret inputs (informa-
tion) to an adversary, potentially rendering all im-
plemented cryptographic protections irrelevant (Moos
et al., 2021; Mushtaq et al., 2018). A system is
said to contain a side-channel, if there exists a SCA
which can reveal secret keys (or plain-texts), mak-
ing it vulnerable. The existence of a side-channel
in a cybersecurity system is equivalent to the occur-
rence of IL. In this field, the most relevant literature
uses machine learning to perform SCAs, not prevent-
ing side-channels through early detection of ILs (Het-
twer et al., 2020). Current machine learning-based
approaches are able to detect side-channels, thus pre-
venting SCA on the algorithmic and hardware levels
and this has been presented by Zhang et al. (2020);
Perianin et al. (2021); Mushtaq et al. (2018). These
approaches apply the supervised-learning techniques
using the observable system information as input to
classify a system as vulnerable (with IL) or non-
vulnerable (without IL). For generating the binary
classification datasets, they extracted observable in-
formation from the secured systems as input, label
them as 0 (non-vulnerable) and then introduce known
ILs in these systems and label them 1 (vulnerable).
This process makes these approaches domain-specific
and misses novel side-channels (Perianin et al., 2021).

Current state-of-the-art automated learning-based
approaches improve this by analyzing the accuracy of
supervised-learning models on the binary classifica-
tion data extracted from the given system, such that
observable information is used as input and partial
(sensitive) information is used as output (Moos et al.,
2021; Drees et al., 2021). These approaches are re-
stricted to detecting side-channels accurately, only if

the extracted data is balanced, not noisy, and also pro-
duces a large number of false positives. The problem
of imbalanced, noisy system datasets is very common
in real-life scenarios (Zhang et al., 2020).

Our Contributions. We propose a novel approach
that provides a general solution for detecting IL by
testing the learnability of the binary classifiers on
the extracted binary classification data from the sys-
tem. To account for imbalance in the dataset we use
weighted versions of the binary classifiers and test
the evaluated confusion matrices using Fisher’s Ex-
act Test (FET) (Hashemi and Karimi, 2018). The
FET inherently takes the imbalance into account by
indirectly using the Mathews Correlation Coefficient
evaluation measure, which is zero if the predictions
are obtained by guessing the label (random guessing)
or predicting the majority label (majority voting clas-
sifier) (Chicco et al., 2021). To account for the noise,
we define an ensemble of binary classifiers which in-
cludes a Deep multi-layer perceptron and aggregate
their FET results (p-values) to get the final verdict on
the IL in a system. We show that our approach is more
efficient (detection time) and accurate in detecting
side-channels in real-world cryptographic OpenSSL
TLS protocol implementations and ILs in synthetic
scenarios as compared to the current state-of-the-art.

2 INFORMATION LEAKAGE:
PROBLEM FORMULATION

In this section, we formalize the condition for occur-
rence information leakage (IL) in a given system us-
ing the binary classification problem described in the
Appendix. We also define the information leakage de-
tection (ILD) task using a mapping, which classifies
the given system as vulnerable and non-vulnerable.

2.1 Information Leakage

IL occurs in a system (extracted data D) when ob-
servable information (data) X is directly or indirectly
correlated to secret information (secret keys, plain-
texts) Y of the system, i.e., there is some informa-
tion present in the X that can be used to derive the
label y. The observable data is used as input (X ) and
the secret information as the output (Y ) for the binary
classification algorithms, which produces a mapping
ĝ between them, produced by Equation (5) defined in
the Appendix.

In the following, we suggest using the Bayes pre-
dictor gb, to check for dependencies (correlation) be-
tween X and Y , thus for IL in a system. The (point-
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wise) Bayes predictor gb minimizes the expected 0-1
loss (L01) of the prediction ŷ for given input x:

gb(x) = arg minŷ∈Y ∑y∈Y L01(ŷ,y) p(y|x)

= arg minŷ∈Y Ey[L01(ŷ,y)|x], (1)

where Ey[L01] is the expected 0-1 loss with respect to
y ∈ Y and p(y|x) is the conditional probability of the
class y given an instance x. If X and Y are indepen-
dent of each other then, p(y|x) = p(y), such that p(y)
corresponds to the prior distribution of y, then gb is
defined as:

gb(x) = arg maxy∈Y p(y) (2)

For every point x ∈ X , gb predicts label 0 if p(1) <
p(0) and label 1 if p(1) > p(0), which implies the
Bayes predictor is a majority voting classifier, when
p(y|x) = p(y). Hence, if gb produces an 0-1 loss less
than the 0-1 loss of majority voting classifier, then
there exists a dependency between X and Y . For a
known distribution p(y|x), if gb produces a loss (sig-
nificantly) lower than that of a majority voting classi-
fier, we imply that IL occurs in the system, else not.
In reality, only D is available, so in place of Bayes
Predictor, we use the empirical risk minimizer ĝ pro-
duced by minimizing Equation (5). Using this, we
quantify the IL in a system as the difference between
average 0-1 loss (1−mACC) for ĝ and majority voting
classifier. If this difference is significant enough, then
we conclude that IL occurs in the given system (that
generates D). This condition is the basis for our ILD
approaches proposed in Section 3.

2.2 Information Leakage Function

The problem of ILD is reduced to analyzing the learn-
ability of these binary classifiers on the given dataset.
In a nutshell, we test this by hypothesizing that if the
mapping produced by the supervised learning algo-
rithm, accurately predicts the outputs using the inputs,
then the correlation between the input and output is
high, which implies the existence of IL in the system.

The task of an ILD approach is to assign a label
to the extracted dataset D from a system, such that
0 indicates occurrence and 1 indicates the absence of
IL in the system. Let D be the binary classification
data extracted from the system, such that the observ-
able information is represented by inputs X ⊂Rd and
secret-information by outputs Y = {0,1}. Given a
dataset D of size N, the task of detecting IL boils
down to associating D with a label in {0,1}, where
0 suggests “no information leakage” and 1 suggests
“information leakage”. Thus, we are interested in the
function I defined as:

I :
⋃

N∈N
(X ×Y )N →{0,1} , (3)

which takes a dataset D (extracted from the system)
of any size as input and returns an assessment of the
possible existence of IL in the given system as an out-
put. We denote the mapping Î as the predicted IL
function produced by an ILD approach.

IL-Dataset. Let L = {(Di,zi)}NI
i=1 be the IL-

Dataset, such that NI ∈ N,zi ∈ {0,1},∀i ∈ [NI ] Let
z = (z1, . . . ,zNI ) be the ground-truth vector, gener-
ated by the I, such that zi = I(Di),∀i ∈ [NI ]. Let
ẑ = (ẑ1, . . . , ẑNI ) be the corresponding prediction vec-
tor, such that ẑi = Î(Di),∀i ∈ [NI ]. Since the ILD task
produces binary decisions, their accuracy is measured
using the binary classification evaluation metrics, e.g.
accuracy for the ground-truth z and predictions ẑ is
calculated using mACC(z, ẑ) as described in the Ap-
pendix. To avoid confusion, we will refer to L as IL-
Dataset and each D as the dataset.

3 INFORMATION LEAKAGE
DETECTION: OUR
APPROACHES

In this section, we describe our proposed information
leakage detection (ILD) approaches using binary clas-
sification and statistical tests as shown in Figure 1. In
addition, we describe an aggregation method based on
using a set of binary classifiers and Holm-Bonferroni
Correction to make our approaches more robust.

3.1 Paired T-Test based Approach

From the machine learning perspective, information
leakage (IL) occurs in a system, if a binary classifi-
cation algorithm trained on the dataset extracted from
the system produces an accurate mapping between in-
put (observable information) and output (secret infor-
mation). This accuracy should be significantly bet-
ter than that of the Bayes predictor evaluated on the
dataset extracted from a secure system. For such sys-
tems, the inputs and outputs are independent of each
other and Bayes predictor becomes majority voting
classifier as per Equation (2) defined in the Appendix.

This provides us motivation to use paired statis-
tical tests between the performance estimates, i.e.,
K accuracies obtained from K-Fold cross-validation
(KFCV) of the binary classifier and majority voting
classifier. These tests examine the probability (p-
value) of observing the statistically significant differ-
ence between the paired samples (accuracies of ma-
jority voting classifier and binary classifier) (Demšar,
2006). The p-value is the probability of obtaining
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Figure 1: Approaches for Information Leakage Detection.

test results (mean of the difference between the ac-
curacies) at least as extreme as the observation, as-
suming that the null hypothesis (H0) is true (Demšar,
2006). The null hypothesis H0 states that the accu-
racies are drawn from the same distribution (no dif-
ference in performance) or the average difference be-
tween the paired samples drawn from the two popula-
tions is zero(∼ 0) (Demšar, 2006).

Out of many paired statistical tests, the most com-
monly used paired tests are the Paired T-Test (PTT)
and the Wilcoxon-Signed Rank test (Demšar, 2006).
These tests assume that each accuracy estimate is
independent of each other and using KFCV vio-
lates the assumption of independence (the training
data across each fold overlaps). Nadeau and Bengio
(2003) showed that the violation of independence in
the paired tests leads to overestimating the t statis-
tic, resulting in tests being optimistically biased. We
consequently choose to use their corrected version of
the PTT, because it accounts for the dependency in
KFCV, as explained in the Appendix.

The shortcoming of PTT is their asymptotic na-
ture and the assumption that the samples (difference
between the accuracies) are normally distributed,
which results in optimistically biased p-values. This
approach is based on accuracy, which is an ex-
tremely misleading metric for imbalanced classifica-
tion datasets (Powers, 2011; Picek et al., 2018).

3.2 Fisher’s Exact Test based Approach

To address the problem of class-imbalance and incor-
rect p-value estimation, we propose to use Fisher’s
Exact Test (FET) on the evaluated K confusion ma-
trices (using KFCV) to detect IL.

IL is likely to occur if there exists a (sufficiently
strong) correlation between the inputs x and the out-

puts y in the given data D . The predictions produced
by the classifier C j is defined as ĝ(x) = ŷ, where ĝ is
the predicted function as per Equation (5) defined in
the Appendix. So, ŷ is seen as single point encapsu-
lating the complete information contained in the input
x. If there exists a correlation, then ŷ will contain in-
put information that is relevant/used for predicting the
correct outputs (T P,T N). We can therefore determine
the existence of IL by examining the dependency be-
tween predictions ŷj of C j and the ground-truths y.

We proposed to apply FET on the confusion ma-
trix for calculating the probability of independence
between the model predictions ŷ and the actual labels
y (Fisher, 1922). FET is a non-parametric test that
is used to calculate the probability of independence
(non-dependence) between two classification meth-
ods, in this case, classification of instances according
to ground-truth y and the binary classifier predictions
ŷ (Fisher, 1922). The null hypothesis H0 states that
the model predictions ŷ and ground-truth labels y are
independent, implying absence of IL. While the alter-
nate hypothesis H1 states that the model predictions
ŷ are (significantly) dependent on the ground-truth la-
bels y, implying occurrence of IL.

The advantage of using FET is that the p-value
is calculated using Hypergeometric distribution ex-
actly, rather than relying on an approximation that be-
comes exact in the limit with sample size approach-
ing infinity, as is the case for many other statistical
tests. In addition to that, this approach directly tests
the learnability of a binary classifier (without con-
sidering majority voting classifier) and is indirectly
proportional to the Mathews Correlation Coefficient
performance measure, which takes class-imbalance in
the dataset into account (Camilli, 1995; Chicco et al.,
2021). Please refer to the Appendix for details.
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3.3 On Robustness

For making our ILD approaches more robust, we de-
fine a set of 11 binary classifiers C that are evaluated
on the extracted dataset D of the given system.

The motivation of using an ensemble of binary
classifiers, rather than just one binary classifier is that
each binary classifier restricts their hypothesis space
H , based on the assumptions imposed on h. In addi-
tion, the statistical tests are asymmetric in nature, i.e.
they can only be used to reject H0 which implies that
we can prove the existence of IL but not its absence.
To work around both restrictions, we use a set of mul-
tiple binary classifiers (C , |C |= 11) to detect IL more
reliably inculcating greater trust in the absence of IL,
if all classifiers fail to find an accurate matching.

The set of binary classifiers C (|C | = 11), in-
cludes simple and commonly used linear classifiers,
which assume linear dependencies between the input
and output, such as Perceptron, Logistic Regression,
and Ridge Classifier. C also includes Support Vector
Machine, which classifies the non-linearly separable
data using a kernel trick, i.e. its hypothesis space also
contains non-linear functions. C also includes Deci-
sion Tree and Extra Tree, which learn a set of rules
using a tree for classification (Geurts et al., 2006). To
learn more complex dependencies with very high ac-
curacy, we also include ensemble based binary classi-
fiers in C . The ensemble based approaches train mul-
tiple binary classifiers (base learners) on the given
dataset and the final prediction is obtained by aggre-
gating the predictions of each base learner. The two
most popular approaches proposed to build a diverse
ensemble of learned base learners are bagging and
boosting (Kotsiantis et al., 2006). To achieve di-
versification, bagging generates sub-sampled datasets
from the given training dataset and boosting succes-
sively trains a set of weak learners (Decision Stumps)
and at each round, more weight is given to the previ-
ously misclassified instances (Kotsiantis et al., 2006).
The bagging-based approaches included in C are Ex-
tra Trees (mean aggregation) and Random Forest (ma-
jority voting aggregation). We choose Ada Boost and
Gradient Boosting from the available boosting-based
approaches (Kotsiantis et al., 2006). We also include a
Deep multi-layer perceptron, as they are the universal
approximators, i.e. in theory they can approximate
any continuous function between input and the out-
put (Cybenko, 1989).

For evaluation of each binary classifier C j, we
use nested KFCV with hyperparameter optimization
to get K unbiased estimates of accuracies and con-
fusion matrices (Bengio and Grandvalet, 2004). As
shown in Figure 1, for each binary classifier C j ∈ C ,

a j = (a j1, . . . ,a jK) denotes the K accuracies and
M j = {Mk

j}K
k=0 denotes set of K confusion matrices.

PTT-MAJORITY. is our proposed PTT based ap-
proach, which compares the accuracy of majority vot-
ing classifier (amc) with that of the binary classifier
C j (a j). We denote the baseline approach proposed
in Drees et al. (2021) as PTT-RANDOM, which uses
PTT to test if the binary classifier C j (a j) performs
significantly better than random guessing (arg).

We propose 3 FET-based approaches FET-SUM,
FET-MEAN and FET-MEDIAN. We require addi-
tional aggregation techniques to get a final FET p-
value, since we obtain K confusion matrices M j for
each binary classifier C j. In KFCV the test dataset
does not overlap for different folds, which implies
that each confusion matrix Mk

j could be seen as an
independent estimate. Since, FET is only applicable
for 2×2 matrices containing natural numbers, we ag-
gregate the confusion matrices using sum (∑K

k=1 Mk
j

for classifier C j) and apply FET to obtain the final p-
value. We refer to this approach as FET-SUM. The
second technique is to apply the FET on each confu-
sion matrix Mk

j ∈ M j to acquire K p-values and then
aggregate them. Bhattacharya and Habtzghi (2002)
showed that the median aggregation operator provides
best estimation of the true p-value. We aggregate K p-
values using the median operator and refer to this ap-
proach as FET-MEDIAN and We also propose to use
the arithmetic mean operator to get the final p-value
and refer to the approach as FET-MEAN.

We apply these approaches to each classifier C j ∈
C and produce |C | = 11 p-values as shown in Fig-
ure 1. To detect IL, we aggregate these p-values us-
ing the Holm-Bonferroni correction as described in
the Appendix. Using this correction yields the value
m, which denotes the number of binary classifiers for
which the null hypothesis H0 was rejected.

IL Detection. The sufficient condition for the ex-
istence of IL in the system is that even if one binary
classifier is able to learn an accurate mapping between
input and output, i.e. if m = 1 then IL occurs in the
system. Using different types of binary classifiers and
m = 1 makes our approach more general and can de-
tect a diverse class of ILs in a system.

4 EMPIRICAL EVALUATION

In this section, we provide an extensive evaluation of
our proposed approaches, detecting the information
leakage (IL) in synthetic and real-world scenarios. In
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Table 1: Overview of the IL-Datasets used for the experiments.

Scenario Fixed Parameter IL-Dataset L configuration Binary Classification Dataset D configuration
# Systems |L | # z = 0 # z = 1 |D| # y = 0 # y = 1 # Features

Efficiency
K for KFCV,
3 ≤ K ≤ 30

r = 0.1 20 10 10 200×K 180×K 20×K 10
r = 0.3 20 10 10 200×K 140×K 60×K 10
r = 0.5 20 10 10 200×K 100×K 100×K 10

Generalization
Class-Imbalance parameter r

0.01 ≤ r ≤ 0.51

K = 10 20 10 10 2000 2000× (1− r) 2000× r 10
K = 20 20 10 10 4000 4000× (1− r) 4000× r 10
K = 30 20 10 10 6000 6000× (1− r) 600× r 10

Configuration of the OpenSSL IL-Datasets

OpenSSL0.9.7a (Vulnerable)
OpenSSL0.9.7b (Non-Vulnerable)

r = 0.1 20 - 10 11124 10012 1112 88
r = 0.1 10 - 11078 9971 1107 88

OpenSSL0.9.7a (Vulnerable)
OpenSSL0.9.7b (Non-Vulnerable)

r = 0.3 20 - 10 14302 10012 4290 88
r = 0.3 10 - 14244 9971 4273 88

OpenSSL0.9.7a (Vulnerable)
OpenSSL0.9.7b (Non-Vulnerable)

r = 0.5 20 - 10 19991 10012 9979 88
r = 0.5 10 - 19995 9971 10024 88

particular, we show that our approach outperforms
the state-of-the-art, presented in Drees et al. (2021);
Moos et al. (2021), with respect to detection accuracy,
efficiency, and generalization capability with respect
to class-imbalance in the datasets. We also describe
the IL-Datasets used to illustrate our ideas.

4.1 Dataset Descriptions

As stated earlier, we need to generate a binary classi-
fication dataset from the system under consideration
for IL detection. In this section, we describe the gen-
eration process for these datasets from synthetic and
real-world systems. Recall from Section 3.3, that K
refers to the number of folds of nested K-Fold cross-
validation (KFCV) used for evaluation of binary clas-
sifiers. Class-imbalance parameter is the proportion
of positive instances in a given dataset D , defined as:
r = |{(xi,yi)∈D | yi=1}|

|D| .

4.1.1 Synthetic Dataset Generation

For simulating a realistic leakage detection scenario,
we generate synthetic binary classification datasets D
from vulnerable and non-vulnerable systems, using
Algorithm 1.

For each system, the inputs x of the datasets are
produced using the d-dimensional (d = 10) multi-
variant normal distribution. To imitate a system
containing IL (vulnerable), the corresponding labels
(output) are produced using a function y = f (x),
which makes the output dependent on the inputs. For
imitating system which does not contain IL (non-
vulnerable), the corresponding labels (output) are pro-
duced using Bernoulli distribution, such that y ∼
Bernoulli(p = r,q = 1 − r) (r: class-imbalance pa-
rameter), which makes the output (labels) indepen-
dent of the inputs. Algorithm 1 generates balanced
IL-Datasets, containing 10 datasets extracted from the

vulnerable systems and 10 from the non-vulnerable
systems, such that each D contains 200×K instances
with dimensionality 10, out of which r × 200 × K
are labeled as 1. This makes sure that the number
of instances used for evaluation of a binary classifier
(|D|/K = 200) is the same across different scenarios,
making accuracies and confusion matrices estimates
fair (T P+FP+T N+FN = 200). We implement Al-
gorithm 1 by modifying the make classification
function by scikit-learn (Pedregosa et al., 2011).

Algorithm 1: Generate IL-Dataset L for given K, r.

1: Define L = {}, N = K ×200, NL.
2: Sample weight-vector β ∼ N(1,σ), σ ∼ [0,2]
3: Define µ as vertices of d-dimensional hypercube.

4: for j ∈ {2× j−1}NL/2
j=1 do

5: Draw i.i.d. samples xi ∼ N(µ,Id),∀i ∈ [N]
6: Define D j = {}, D j+1 = {}. {D j: With IL,

D j+1: No IL}
7: for (i = 1; i <= N; i++) do
8: Calculate score si = sigmoid(xi ·β)
9: Label yi: yi = Jsi < rK.

10: D j = D j ∪{(xi,yi)} {Add instance}
11: end for
12: for (i = 1; i <= N; i++) do
13: Label yi: yi ∼ Bernoulli(p = r,q = 1− r).
14: D j+1 = D j+1 ∪{(xi,yi)} {Add instance}
15: end for
16: L ∪{(D j,1),(D j+1,0)} {Add datasets}
17: end for
18: return L

The main goal of our empirical evaluation is to
analyze how our proposed information leakage de-
tection (ILD) approaches perform compared to base-
lines in regards to efficiency (detection time) and
generalization capability with respect to the class-
imbalance parameter r .The total time taken by the
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ILD approaches is linear w.r.t K (|D|= K ×200), i.e.
O(K). For analyzing the efficiency, we generate 28
IL-Datasets with each dataset D of size |D|=K∗200,
for value of K ranging from 3 to 30 and fixed class-
imbalance r = 0.1,0.3,0.5, as detailed in Table 1. To
gauge the generalization capability, we generate 25
IL-Datasets with each dataset D of size |D|= K ∗200
for fixed K = 10,20,30 with class-imbalance r vary-
ing between 0.01 and 0.51, as detailed in Table 1.

4.1.2 OpenSSL Dataset Generation

The real-world classification datasets are generated
from the network traffic of 2 OpenSSL TLS servers,
one of which is vulnerable (contains IL) and other be-
ing non-vulnerable (secure, does not contain IL).

In the use-case of side-channel detection, such
datasets are already being used, so we can generate
them using the automatic side-channel analysis tool1

presented by (Drees et al., 2021). The tool uses a
modified TLS client to send requests with manipu-
lated padding to a TLS server. In this setting, IL oc-
curs when an attacker can deduce the manipulation
in the request simply by observing the server’s reac-
tion to the message. Therefore, the server’s reaction
is recorded as a network trace by the tool and ex-
ported to a labeled dataset suitable for classifier train-
ing. We need to determine which TLS server to use
for the experiment, and the most widely used TLS
server, OpenSSL, comes to mind. According to the
OpenSSL changelog2, a fix for the Klı́ma-Pokorny-
Rosa (Klı́ma et al., 2003) bad version attack was ap-
plied on the OpenSSL TLS implementation in version
0.9.7b. Consequently, version 0.9.7a contained IL in
the form of a bad version side-channel, while version
0.9.7b does not contain IL. This offers the opportu-
nity to gather suitable datasets from these servers. To
generate the dataset, we configure the modified TLS
client to manipulate the TLS version bytes contained
in the pre-master secret it sends to the OpenSSL
server. For each handshake, the client flips a coin to
either keep the correct TLS version in place or replace
it with the non-existing “bad” version 0x42 0x42.

In the resulting dataset, class label y= 0 is used for
handshakes with correct TLS version and class label
y = 1 for handshakes with “bad” (incorrect) TLS ver-
sion. This handshake process is then repeated 20000
times, with each handshake being extracted into a
single instance in the dataset. This approach pro-
duces datasets with approximately 10000 instances
per class and produces almost balanced datasets, we
refer to them as r = 0.5 in our experiments. In addi-

1https://github.com/ITSC-Group/autosca-tool
2https://www.openssl.org/news/changelog.html

tion, we also generate datasets with class-imbalance
r = 0.3 and r = 0.1, containing around 14000 hand-
shakes and 11000 handshakes respectively. We gen-
erate IL-Datasets containing 10 datasets from 0.9.7a
(with IL) and 10 datasets from 0.9.7b (without IL) as
shown in Table 1. All real-valued features of the TLS
and TCP layers in the messages sent by the server as
a reaction to the manipulated TLS message are part
of an instance in the dataset. This results in high di-
mensional datasets, containing 88 features and only a
handful of which are actually correlated to the output.

4.2 Implementation Details

The main goal of our empirical evaluation is to an-
alyze how our proposed ILD approaches perform in
comparison to the baselines in regards to efficiency
(detection time), generalization capability with re-
spect to the class-imbalance parameter r, and overall
ILD accuracy. Table 1 describes the IL-Datasets used
for these experimental scenarios.

As a baseline, we refer to the methodology de-
scribed in Drees et al. (2021) as PTT-RANDOM. Re-
call that this approach is similar to PTT-MAJORITY,
with the difference that it uses random guessing rather
than the majority voting classifier and a set of binary
classifiers (ensemble) without Deep multi-layer per-
ceptron. For a fair comparison, we use our defined set
of binary classifiers described in Section 3.3. We also
consider DL-LA as another baseline, which trains
a Deep multi-layer perceptron on a balanced binary
classification dataset and propose that if its accuracy
is significantly greater than 0.5, then IL exists in the
given system (Moos et al., 2021).

We apply nested KFCV with hyper-parameter op-
timization on |C |= 11 binary classifiers as described
in Section 3.3. To improve the accuracy of the bi-
nary classifiers for imbalanced datasets i.e., r < 0.5,
we employ the weighted versions of binary classi-
fiers described by Hashemi and Karimi (2018). They
penalize the mis-classification of positive (y = 1) in-
stances by 1

r and negative (y = 0) instances by 1
1−r .

For our experiments, the rejection criteria for statis-
tical tests is set to 0.01, i.e. α = 0.01, giving us
99% confident for our prediction. The binary classi-
fiers, stratified KFCV, and evaluation measures were
implemented using the scikit-learn (Pedregosa et al.,
2011) and statistical tests using SciPy (Virtanen et al.,
2020). The hyperparameters of each binary classifier
were tuned using scikit-optimize (Head et al., 2021).
The code for the experiments and the generation of
plots with detailed documentation is publicly avail-
able on GitHub3.

3https://github.com/prithagupta/ML-ILD
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Figure 2: Accuracies of different detection approaches on Synthetic IL-Datasets evaluated using different K for KFCV.
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Figure 3: Accuracies of different detection approaches on Synthetic IL-Datasets containing datasets with different r.

4.3 Results

In this section, we discuss the results of the experi-
ments outlined above. Recall that K is the number
of folds used for conducting KFCV and r is the pro-
portion of positive instances in the dataset D . Each
IL-Dataset contains binary classification datasets of
size 200×K. In Figures 2 to 4, we compare the per-
formances (detection accuracy) of FET-MEAN, FET-
MEDIAN, FET-SUM, PTT-MAJORITY with the base-
lines PTT-RANDOM and DL-LA.

Efficiency. In Figure 2, the value K (KFCV) is var-
ied between 3 and 30 and shown on the X-axis, and
the resulting accuracy of the ILD approaches along
the Y-axis. Additionally, we compare the perfor-
mance for different choices of class-imbalance pa-
rameter r (r = .1, r = .3, and r = .5 (balanced)), pro-
ducing three individual plots shown side-by-side.

Overall, we observe that the performance of FET-
MEAN and FET-MEDIAN (∼ 100%) does not change
with the value of K (number of estimates) for all three
IL-Datasets, while FET-SUM is very unstable for bal-
anced dataset r = 0.5 and slightly unstable for imbal-
anced datasets. The PTT-MAJORITY approach out-
performs the baselines, but there is no possible fixed
value of K for which the detection accuracy is high re-
gardless of the imbalance. A good choice to prevent
unstable and inaccurate results would require a small
value K < 7 for balanced datasets (r = 0.5) and a
large value K > 7 for imbalanced datasets r = 0.1,0.3,

which is an issue in applications where the imbal-
ance is not known in advance. The reason behind
this could be that Paired T-Test (PTT) produces in-
correct and optimistically biased p-values due to the
low deviation in estimated accuracies of the majority
voting classifier, as explained in the Appendix. An-
other interesting observation is that DL-LA performs
similarly to PTT-RANDOM, which could be because
a Deep multi-layer perceptron can theoretically ap-
proximate any continuous function between input and
output (Cybenko, 1989). Overall, we observed that
Fisher’s Exact Test (FET)-based approaches require a
lower number of estimates K, thus being more effi-
cient in detecting ILs.

Generalization w.r.t. r. In Figure 3, the value r
(class-imbalance) is varied between 0.05 and 0.5 and
shown on the X-axis, and the resulting accuracy of
the ILD approaches along the Y-axis. Additionally,
we compare the performance for different choices of
K (K = 10, K = 20, and K = 30), producing three
individual plots shown side-by-side.

The FET-based approaches perform very well for
all datasets r ≥ 0.05, even if the number of estimates
is as low as K = 10. As before, PTT-MAJORITY
achieves a high detection accuracy for larger numbers
of estimates K = 20,K = 30 only with high imbal-
ance 0.05 ≤ r < 0.3, with deteriorating accuracy for
r ≥ 0.3. The baselines are not able to detect ILs in
imbalanced datasets, as most of the binary classifiers
easily achieve an accuracy of 1− r (same as major-
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Table 2: Results on the OpenSSL datasets for every approach using K = 20 and m = 1. The best entry is marked in bold.

Class-Imbalance r = 0.1 Class-Imbalance r = 0.3 Class-Imbalance r = 0.5 (Balanced)

Approach FPR FNR ACCURACY F1-SCORE FPR FNR ACCURACY F1-SCORE FPR FNR ACCURACY F1-SCORE

FET-MEAN 0.0021 0.0 0.999 0.999 0.0182 0.0 0.9909 0.9911 0.0164 0.0 0.9918 0.9919
FET-MEDIAN 0.0021 0.0 0.999 0.999 0.0455 0.0 0.9773 0.9778 0.0327 0.0 0.9836 0.9839
FET-SUM 0.66 0.0 0.67 0.7519 0.84 0.0 0.58 0.7043 0.9564 0.0 0.5218 0.6766
PTT-MAJORITY 0.0473 0.0 0.9764 0.9769 0.3309 0.0 0.8345 0.8585 0.3145 0.0 0.8427 0.8674
PTT-RANDOM (Baseline) 1.0 0.0 0.5 0.6667 1.0 0.0 0.5 0.6667 0.1836 0.0 0.9082 0.9179
DL-LA (Baseline) 1.0 0.0 0.5 0.6667 1.0 0.0 0.5 0.6667 0.4727 0.0 0.7636 0.8111
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Figure 4: Accuracies of the detection approaches on OpenSSL Datasets with varying Holm-Bonferroni cut-off parameter m.

ity voting classifier) for them, always outperforming
random guessing (0.5) even when there is no IL.

OpenSSL Dataset. In Table 2, we summarize the
overall performance in terms of FPR, FNR, ACCU-
RACY, and F1-SCORE of ILD approaches on the real
datasets, fixing K = 20 based on the previous re-
sults. Overall FET-MEAN and FET-MEDIAN out-
perform other approaches in detecting side-channel in
the OpenSSL case study. As expected the baselines
work well for balanced datasets while failing to ac-
curately detect side-channels for imbalanced datasets.
The PTT-MAJORITY approach works well for imbal-
anced datasets but produces false positives for bal-
anced datasets. The FET-SUM approach overesti-
mates ILs in the servers, producing false positives for
both balanced and imbalanced datasets.

In Figure 4 we also explore the performance of
ILD approaches for different values of the Holm-
Bonferroni parameter m on these datasets. These re-
sults exclude the DL-LA approach, as it does not use
the Holm-Bonferroni correction. For lower values of
m, some ILD approaches produce a large number of
false positives, because the tests are underestimating
the p-values. Conversely, for larger values of m, the
ILD approaches produce many false negatives, be-
cause not all binary classifiers are able to learn an
accurate enough mapping to warrant rejection of the
null hypothesis. Based on the requirements at hand,
it will therefore be necessary to tune m to achieve op-
timal performance. PTT-MAJORITY and FET-SUM
are not reliable for estimating the correct p-values and
produce large false positives, especially for m < 4.
The overall performance of FET-MEDIAN and FET-
MEAN is consistently very high (between 99% and

100%) for all choices of m < 10. FET-MEDIAN is
even more versatile than FET-MEAN, almost always
achieving an accuracy of 100%, because the median
aggregation results in more accurate p-values (Bhat-
tacharya and Habtzghi, 2002).

5 CONCLUSION

We presented a novel machine learning-based frame-
work to detect the possibility of information leak-
age (IL) in a given system. For this, we first gener-
ated an appropriate (binary) classification dataset us-
ing its observable and secret system data. We then
trained an ensemble of classification models using the
dataset. We deduce the existence of IL when either
the ensemble performance is significantly better than
majority voting or using the more complex Fisher’s
Exact Test (FET) from statistics.

The major advantages of the presented approach
over previous ones are: (a) it accounts for imbalances
in datasets (b) it has a very low false positive rate (c)
it is robust to noise in the generated dataset (d) it is
time-efficient and still outperforms the state-of-the-
art machine learning-based approaches. These ad-
vantages are partly due to our IL inference using the
non-parametric FET, applied on the confusion ma-
trix of the learning models, rather than direct IL in-
ference using learning accuracies. The robustness,
in particular, is a consequence of using the Holm-
Bonferroni correction technique. We presented exten-
sive empirical evidence for our claims and compared
our approach to other baseline approaches, including
a deep-learning-based one.

In the future, we aim to extend our work to de-
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tect new and unknown side-channels. We are also
interested in exploring IL detection when the gener-
ated dataset yields a multi-class classification prob-
lem with ≥ 3 classes. This necessitates extending the
presented FET approach to account for multi-class
classification problems. Finally, we would like to
provide appropriate theoretical backing for our ap-
proaches using information theory.
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APPENDIX

Preliminaries

In this section, we formally describe the binary clas-
sification problem and evaluation metrics. Using
this, we formalize the problem of information leak-
age (IL) in Section 2. Note that, we use these nota-
tions throughout the paper.

Binary Classification: Notation and Terminology

In binary classification, the learning algorithm is pro-
vided with a set of training data D = {(xi,yi)}N

i=0 ⊂
X × Y of size N ∈ N, where X = Rd is the in-
stance (input) space and Y = {0,1} the (binary) out-
put space. The task of the learner is to induce a hy-
pothesis h ∈ H with low generalization error (risk)

R(h) =
∫

X×Y
L(y,h(x))d P(x,y) (4)

where H is the underlying hypothesis space (set of
candidate functions the learner can choose from), L :
Y ×Y → R a loss function, and P a joint probabil-
ity measure modeling the underlying data-generating
process. A loss function commonly used in binary
classification is the 0-1 loss defined as L01(y, ŷ) :=
Jy ̸= ŷK, where JcK is the indicator function returning
a value 1 if condition c is true and 0 otherwise.

The measure P in (4) induces marginal probability
(density) functions on X and Y as well a conditional
probability of the class y given an instance x, so that
we can write p(x,y) = p(y |x)× p(x). Of course,
these probabilities are not known to the learner, so
that (4) cannot be minimized directly. Instead, learn-

ing is commonly accomplished by minimizing (a reg-
ularized version of) the empirical risk

Remp(h) =
1
N

N

∑
i=1

L(yi,h(xi)) . (5)

In the following, we denote by ĝ ∈ H an empirical
risk-minimizer, i.e., a minimizer of (5).

Evaluation Metrics

We define evaluation measures used for binary clas-
sification as per Koyejo et al. (2015). For a given
D = {(xi,yi)}N

i=0, let y be the ground-truth labels and
ŷ=(ŷ1, . . . , ŷN) predictions, such that ŷi = ĝ(xi),∀i∈
[N] := {1, . . . ,N}.
Accuracy is defined as the proportion of correct pre-
dictions:

mACC(ŷ,y) :=
1
N ∑

N
i=0Jŷ = yK.

Confusion Matrix. Many evaluation metrics is de-
fined using true positive (T P), true negative (T N),
false positive (FP) and false negative (FN). Formally,
they are defined as: T N(ŷ,y) = ∑

N
i=0Jyi = 0, ŷi =

0K,T P(ŷ,y) = ∑
N
i=0Jyi = 1, ŷi = 1K,FP(ŷ,y) =

∑
N
i=0Jyi = 0, ŷi = 1K,FN(ŷ,y) = ∑

N
i=0Jyi = 1, ŷi = 0K.

Using these, the Confusion Matrix is defined as:

mCM(ŷ,y) =
(

T N(ŷ,y) FP(ŷ,y)
FN(ŷ,y) T P(ŷ,y)

)
.

F1-Score. F1-SCORE is an accuracy measure which
penalizes the FP more than FN and defined as:

mF1(ŷ,y) =
2T P(ŷ,y)

(2T P(ŷ,y)+FN(ŷ,y)+FP(ŷ,y)) .

False Negative Rate. FNR is defined as the ratio of
FN to the total positive instances:

mFNR(ŷ,y) =
FN(ŷ,y)

(FN(ŷ,y)+T P(ŷ,y)) .

False Positive Rate. FPR is defined as the ratio of
FP to the total negative instances:

mFPR(ŷ,y) =
FP(ŷ,y)

(FP(ŷ,y)+T N(ŷ,y)) .

Statistical Tests

In this section, we explain the statistical tests in more
detail, which are used for our proposed information
leakage detection (ILD) approaches in Section 3.

Paired T-Test (PTT)

PTT is used to compare two samples (generated from
an underlying population) in which the observations
in one sample can be paired with observations in
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the other sample (Demšar, 2006). We apply K-Fold
cross-validation (KFCV) and use the same K train-
test datasets pairs for evaluating the majority voting
classifier and binary classifiers, to produce K paired
accuracy estimates of majority voting classifier (amc)
with the binary classifier (a j). For binary classi-
fier C j, let H0(a j = amc) be the null hypothesis and
H1(a j ̸= amc) be the alternate hypothesis. H0(a j =
amc) indicates that the underlying distribution of two
populations is the same, which means that there is no
difference between the performance of 2 binary clas-
sifiers (Demšar, 2006). H1(a j ̸= amc) instead implies
that there is a significant difference between the per-
formance of 2 binary classifiers.

The p-value quantifies the probability of accept-
ing H0 and is evaluated by determining the area un-
der the Student’s t-distribution curve at value t, which
is 1− cdf(t). The t-statistic is evaluated as t = µ

σ/
√

K
,

such that µ = 1
K ∑

K
k=1 di, di = a jk − amck and σ2 =

1
K ∑

K
k=1

(µ−dk)
2

K−1 . Nadeau and Bengio (2003) pro-
posed to adjust the variance for considering the de-
pendency in estimates due to KFCV is defined as
σ2

Cor = σ( 1
K + 1

K−1 ). This variance σ2
Cor is used to cal-

culate value of t-statistic as t = µ
σCor

. PTT requires a
large number of estimates (large K) to produce a pre-
cise p-value, which diminishes the effect of the cor-
rection term 1

(K−1) for σ2
Cor and produces imprecise

accuracy estimates as the test set size reduces.

Fisher’s Exact Test (FET)

FET is a non-parametric test which is used to calcu-
late the probability of significance independence (non
dependence) between two classifications methods by
analyzing the contingency table containing the result
of classifying objects by two methods (Fisher, 1922).
For example, given a sample of people, we can divide
them based on gender and based on if they like cricket
as a sport. Assuming that the sample is a good repre-
sentation of people and, for the sake of argument, gen-
erally most of the men in our sample like cricket, and
most of the women do not. The FET would produce a
very low p-value, implying that the two classification
methods are correlated.

The p-value is computed using Hypergeometric
distribution as:

Pr(M)(N,R,r) =
C(R)
(T N)

×C(N−R)
(r−T N)

C(N)
(r)

=
C(FN+T N)
(T N)

×C(FP+T P)
(FP)

C(T P+T N+FP+FN)
(T N+FP)

where r = T N +FP, N = FP+T P+FN +T N, R =

T N +FN and C(n)
(r) is the combinations of choosing r

items from the given n items. The p-value is calcu-
lated by summing up the probabilities Pr(M) for all

tables having a probability equal to or smaller than
that observed M . This test considers all possible ta-
bles with the observed marginal counts for T N of the
matrix M , to calculate the chance of getting a table at
least as “extreme”. P-value for majority voting classi-
fier using above equation is Pr(X = T N) = 1.0, as if
the predicted class is 0 (ŷ = 0), then FP = 0,T P = 0
and if it is 1 (ŷ = 1), then FN = 0,T N = 0.

Relation to Mathews Correlation Coefficient.
Mathews Correlation Coefficient (mMCC) is a bal-
anced accuracy evaluation measure that penalizes FP
and FN equally and accounts for imbalance in the
dataset (Chicco et al., 2021). Camilli (1995) showed
that, mMCC is directly proportional to the square root
of the χ2 statistic, i.e., |mMCC| =

√
χ2/N and the χ2

statistical test is asymptotically equivalent to FET.
For majority voting classifier and random guessing
mMCC = 0, thus χ2 = 0, producing the χ2 p-value
as 1 (Camilli, 1995). This indirect relation to Math-
ews Correlation Coefficient makes FET an appropri-
ate statistical test for testing the learnability of a bi-
nary classifier using the confusion-matrix while tak-
ing imbalance in the dataset into account.

Holm-Bonferroni Correction

The Holm–Bonferroni method controls the family-
wise error rate (probability of false positive or Type
1 errors) by adjusting the rejection criteria α for each
individual hypotheses (Holm, 1979). We consider a
family of null hypotheses F = H1, . . . ,HJ and ob-
tain p-values p1, . . . , pJ , from independently testing
each classifier C j ∈ C , such that J = |C | For getting
an aggregated decision, the significance level for the
set F is not higher than the pre-specified threshold
α = 0.01. The p-values are sorted in ascending or-
der, i.e. p1 ≤ p2, . . . p j−1 ≤ pJ , and for each hy-
pothesis H j ∈ F , if p j <

α

J+1− j , H j is rejected. Let
Hm+1 be first hypothesis for which the p-value does
not validate rejection, i.e. pm+1 >

α

J−m . Then, the re-
jected hypotheses are {H1, . . . ,Hm} and the accepted
hypothesis are {Hm+1, . . . ,HJ}.

IL Detection. We imply that even if one of the
H j ∈ F is rejected, i.e. m >= 1, then IL exists in
the system. This increases the probability of obtain-
ing false positives increases. So, we have also ana-
lyzed the performance of our approaches for different
values of m on real-dataset as described in Section 4.3
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