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Abstract: Recording real life human motion as a skinned mesh animation with an acceptable quality is usually difficult.
Even though recent advances in pose estimation have enabled motion capture from off-the-shelf webcams,
the low quality makes it infeasible for use in production quality animation. This work proposes to use recent
advances in the prediction of human motion through neural networks to augment low quality human motion,
in an effort to bridge the gap between cheap recording methods and high quality recording. First, a model,
competitive with prior work in short-term human motion prediction, is constructed. Then, the model is trained
to clean up motion from two low quality input sources, mimicking a real world scenario of recording human
motion through two webcams. Experiments on simulated data show that the model is capable of significantly
reducing noise, and it opens the way for future work to test the model on annotated data.

1 INTRODUCTION

Humanoid 3D meshes are usually driven by a skele-
ton. These skeletons are then either animated by hand
or by using motion capture (MoCap) to capture real
life human motion as digital animations. Animating
skeletons by hand is a time-consuming process and re-
quires a skilled animator. Likewise, MoCap requires
specialized equipment and often also requires an an-
imator to clean up the recorded data. Animating hu-
manoids thus consumes a lot of time and money for
content creators, and might drive them to choose not
to include an animation at all.

Recently several solutions allowing for Mo-
Cap from a single video camera have been pub-
lished (Rong et al., 2020; Joo et al., 2020; Shi et al.,
2020; Pavllo et al., 2019b). These are not widely
used, which is likely because the quality is much
lower than that of MoCap and hand-crafted anima-
tions. They would require a significant clean up pass
by an animator in order to be of use, even for projects
with relatively low animation quality requirements.

Recurrent neural networks (RNNs) architectures
have made great progress in predicting human mo-
tion (Pavllo et al., 2019a; Martinez et al., 2017; Chiu
et al., 2018; Gopalakrishnan et al., 2019), and have
been shown to work for other tasks that involve gen-
erating human motion (Harvey et al., 2020). As such,
this work sets out to explore the feasibility of adapting
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existing human motion prediction architectures to the
task of cleaning up human motion. This would allow
for using cheap, realtime MoCap solutions based on
webcams to capture human motion.

This paper is organized as follows. First, the re-
lated work is described in section 2. Then prior work
on predicting human motion is replicated, and ex-
tended to the task of motion augmentation in sec-
tion 3. Results of the proposed models on both predi-
cation and augmentation of human motion can then be
seen in section 4. Finally, we conclude this paper by
a throughout discussion, and future work in section 5.

2 RELATED WORK

Working with human data necessitates choosing a
sparse representation of the data, as dense represen-
tations make computations infeasible.

The Skinned Multi-Person Linear (SMPL) fam-
ily of humanoid models (Loper et al., 2015; Romero
et al., 2017; Pavlakos et al., 2019; Osman et al., 2020)
consists of several models that express the pose and
shape of human bodies in a sparse manner. This is
accomplished by representing the human as a skinned
mesh, with blend shapes representing the shape of the
human, and the underlying skeleton of the skinned
mesh representing the pose. Having chosen one repre-
sentation of human motion, new samples can be gen-
erated using neural networks based on different kinds
of input. For example several methods (Holden et al.,
2017; Zhang et al., 2018; Starke et al., 2019; Starke
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Figure 1: The top row shows input data in red, the bottom row shows the output of our model in green, and both rows show
ground truth in white.

et al., 2020; Ling et al., 2020; Holden et al., 2020) ex-
ist that generate humanoid motion based on user in-
put, such as a joystick or a goal position. This is par-
ticularly relevant for the video game industry, where
player controlled characters are common. However,
this setting is not directly applicable to the task of
cleaning up human motion.

Instead of using a skinned mesh, so-called mo-
tion capture markers (MoCap markers), can be used
to represent human body motion by a sparse set of
points. MoCap markers represent physical points
in space traditionally recorded by a Mocap system.
E.g., a marker could be one small white ball attached
to a key point, i.e., one joint, on the captured per-
son. Holden (Holden, 2018) used a multi-layer per-
ceptron (MLP) with skip connections inspired by the
ResNet (He et al., 2015) architecture, to remove com-
mon noise on MoCap marker position introduced by
most motion capture setups. The model is not eas-
ily integrated into existing workflows that operate on
humanoid motion, as it operates on MoCap markers,
which means that a separate post-processing step is
needed in order to obtain a humanoid skeleton.

Another branch of methods that deal with gen-
erating human motion is human motion prediction.
One such method is QuaterNet (Pavllo et al., 2019a)
as proposed by Pavllo et al., which consists of a 2-
layer RNN predicting future human motion from past
motion, using a forwards kinematics (FK) loss. In
that work the authors represent rotations as quater-
nions, opposed to previous work where Euler angles
or exponential maps are frequently employed. The
choice is motivated by the fact that Euler angles and
axis-angle representations come with several prob-
lems: non-uniqueness, discontinuity in the represen-
tation space, and singularities, which are not exhibited
by quaternions. QuaterNet also introduces a normal-
ization loss, as normalized quaternions are required
to represent valid rotations. The FK loss is calculated
by performing FK and then taking the positional loss
of the joints. FK is when the joint positions are cal-

culated from the joint rotations using the pre-defined
skeleton. FK loss helps against the positional error in-
troduced on the outer limbs by rotational error on the
inner limbs, as the positional error of the outer limbs
is affected by the rotational error of all parent limbs
in the kinematic chain.

Building on previous work on motion prediction,
such as QuaterNet, Harvey et al. (Harvey et al., 2020)
propose a model that can fill in gaps of missing mo-
tion in a given motion sequence. It takes past mo-
tion and a target frame as input, and then generates
the frames in-between using an RNN. To help the
model maintain temporal coherency a time-to-arrival
embedding is added to the input frames, which tells
the model how many frames are left before the target
frame is reached. This is the same approach as the po-
sitional embeddings in transformers (Vaswani et al.,
2017). They introduce an adversarial loss based on
Least Squares Generative Adversarial Network (Mao
et al., 2017) (LSGAN), which is applied in order to
create realistic looking and temporally coherent mo-
tion. A foot contact loss is also introduced, which
gives an indication of whether each foot is touching
the ground. This information stabilizes the feet as a
post-processing step, which helps to combat a phe-
nomenon commonly known as foot sliding. Foot loss
can also be found in other recent work involving hu-
man motion, such as MotioNet (Shi et al., 2020).

3 METHODS

First, a model for prediction is constructed as a base-
line model for dealing with human motions, for which
we employ existing knowledge about RNNs for mo-
tion prediction. In the following step the prediction
model is extended to be able to perform motion aug-
mentation instead of prediction. This builds on a
model architecture that is known to handle humanoid
motion well in a prediction context, but now augments
frames instead of predicting them.
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Figure 2: The architecture of the prediction model.

3.1 Prediction Model

The prediction model is trained to predict human mo-
tion, which means given a past frame of human mo-
tion it predicts the next frame. The model is based
on the short term version of QuaterNet (Pavllo et al.,
2019a), with two notable differences. First, a long
short-term memory (LSTM) network is used in place
of a gated recurrent unit (GRU) network, motivated
by results from Harvey et al. (Harvey et al., 2020).
Secondly, the rotational loss is calculated as the L1
loss of the quaternions, as opposed to taking the L1
loss of the Euler angles constructed from the quater-
nions. This rotational loss combines rotational error
and quaternion normalization error, eliminating the
need for an explicit quaternion normalization loss.
This means that for a predicted sequence X̂ and the
ground truth X the loss is defined as

Lprediction =
1
T

T

∑
t=0

J

∑
j=0

∥∥X̂t, j −Xt, j
∥∥

1, (1)

where T is the sequence length, and J is amount of
joints in the skeleton. The prediction model consists
of a two layer LSTM encoder with a hidden size of
1000 and a decoder. The decoder consists of a sim-
ple feedforward layer, added to convert from the hid-
den size of 1000 to the target output size of 88. The
network is given 50 past frames and then outputs a
single predicted frame. During training, this process
is repeated to generate 10 predicted frames, with the
past frames containing the past model outputs. See
Figure 2 for a visualization of this architecture.

3.2 Augmentation Model

The augmentation model augments human motion,
which means given a noisy frame it outputs a frame
without noise. The model is based on the prediction
model, and uses a two layer LSTM with a hidden size
of 1000 for encoding and a feedforward layer for de-
coding.

For augmentation two input sources are used, re-
flecting a real world usage of having two different
cameras from different angles with slightly different
error patterns. This is handled by adding different
noise to the same input frame. The corresponding two
frames are then concatenated together increasing the
input size of the LSTM to twice the size of a single

frame. The loss is the same as that of the prediction
model, as shown in Equation 1.

The network is then given all frames from each
input source one pair at a time, and for each pair of
frames given to the network it outputs an augmented
frame corresponding to that pair of noisy frames.
When training the size of each input source is limited
for batching purposes, but for evaluation the network
runs on all the frames.

3.3 Datasets

This work uses two datasets, the first is the Archive
of Motion Capture as Surface Shapes (AMASS)
database (Mahmood et al., 2019), which consists of
many datasets, but for this work only the CMU sub-
set is used (Carnegie Mellon University, 2003). The
dataset consists of 2605 humanoid motions across 106
subjects, totalling 552 minutes of motions at vary-
ing framerates and 3.5M frames. We use Fairmo-
tion (Gopinath and Won, 2020) to load and manipu-
late the motions from this dataset. The data is split so
that 90% of the motions are used for training, 5% for
validation, and 5% for testing. A single training step
through each of the models require at least 60 frames,
as such motions with less than 60 frames have been
excluded. The second dataset used is the Human3.6M
dataset (Ionescu et al., 2014; Catalin Ionescu, 2011),
which consists of 210 motions across 7 subjects, total-
ing 176 minutes of motions at 50 frames per second
and 0.5M frames. The dataset is split into training
and test data by using all motions from subject 5 as
test data and the rest as training data, as in previous
work (Martinez et al., 2017; Pavllo et al., 2019a; Har-
vey et al., 2020).

The framerate differs between motions in the
datasets used. To prevent this from affecting the
model all motions are resampled to 25 fps. This
is done by either discarding frames or interpolating
frames, depending on whether downsampling or up-
sampling is needed.

Both the prediction and augmentation model are
trained on data from AMASS, whereas the predic-
tion model is also trained and evaluated on the Hu-
man3.6M dataset. This is done in order to compare
with previous work, as all previous work evaluates
on the Human3.6M dataset, but only some use the
AMASS dataset. This is necessary, as a model can-
not be trained on the AMASS dataset and then eval-
uated on Human3.6M dataset, as the two datasets use
different skeletons with a different joint count.
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Table 1: Results of our prediction model on the Human3.6M dataset compared to reported results of Zero-velocity (Martinez
et al., 2017), QuaterNet (Pavllo et al., 2019a), TP-RNN (Chiu et al., 2018), ERD-QV (Harvey et al., 2020), and VGRU-
rl (Gopalakrishnan et al., 2019). The values are the mean squared loss after converting the rotations to euler angles, as
described by Equation 11.

Walking Eating Smoking Discussion
milliseconds 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400

Zero-velocity 0.39 0.68 0.99 1.15 0.27 0.48 0.73 0.86 0.26 0.48 0.97 0.95 0.31 0.67 0.94 1.04
QuaterNet 0.21 0.34 0.56 0.62 0.20 0.35 0.58 0.70 0.25 0.47 0.93 0.90 0.26 0.60 0.85 0.93
TP-RNN 0.25 0.41 0.58 0.65 0.20 0.33 0.53 0.67 0.26 0.47 0.88 0.90 0.30 0.66 0.96 1.04
ERD-QV 0.20 0.34 0.56 0.64 0.18 0.33 0.53 0.63 0.23 0.47 0.96 0.99 0.23 0.59 0.86 0.93
VGRU-rl 0.34 0.47 0.64 0.72 0.27 0.40 0.64 0.79 0.36 0.61 0.85 0.92 0.46 0.82 0.95 1.21
Our model 0.24 0.40 0.61 0.68 0.21 0.37 0.57 0.69 0.23 0.44 0.89 0.88 0.26 0.64 0.93 1.00

3.4 Generating Data for Supervised
Learning

The datasets do not have any annotations, which
means that in order to perform supervised learning
target data has to be generated. For the prediction
task this is done by taking 60 frames from a motion
and then splitting it into 50 past and 10 future frames.
The past frames are the features, and the future frames
are the targets.

For the augmentation task, target data is generated
by taking 60 frames from a motion and then splitting
it into 50 past and 10 future frames. Noise is then ap-
plied to both the past and future frames. The past and
future frames with added noise are the input features,
and the future frames without noise are the target out-
puts. The noise defined as

N = B+ I +L1L2, (2)

and consists of three kinds of noise. Let N denote the
normal distribution and B the Bernoulli distribution.
The bias

B ∼ N (0,θ2
B), (3)

θB ∼ N (µB,σ
2
B), (4)

represents that joint rotations captured through web-
cam pose detection models usually have a constant
bias, depending on the subject captured. Imprecision
noise

I ∼ N (0,θ2
I ), (5)

θI ∼ N (µI ,σ
2
I ), (6)

represents small differences from the ground truth
that occurs in the joint rotations captured through we-
bcam pose detection models. Lost tracking noise with

L1 ∼ B(p), (7)

L2 ∼ N (0,θ2
L), (8)

θL ∼ N (µL,σ
2
L), (9)

represents that sometimes a joint is not recognized,
giving completely arbitrary values for that joint rota-
tion. This noise consists of the probability that a given
is frame suffers from lost tracking L1, and the noise
applied if the frame does suffer from lost tracking L2.
Then if q denotes the motions of the dataset, the input
features F are then defined as

Fm,t, j,a = qm,t, j,a +N (10)

where m is the human motion, t is the frame, j is the
joint, and a is the axis.

4 EXPERIMENTS

4.1 Prediction Model

The prediction model is evaluated using the same loss
function as used by Quaternet (Pavllo et al., 2019a),
which is defined as

Lmae =
1
T ∑

t, j

∥∥(ΦΦΦ(X̂t, j)−ΦΦΦ(Xt, j)+π
)

mod 2π−π
∥∥

1,

(11)

where X̂ is the predicted sequence, and X is the
ground truth, T is the sequence length, J is the num-
ber of joints in the skeleton, and ΦΦΦ is a function con-
verting quaternions into Euler angles. The model is
trained and evaluated on the Human3.6M dataset, of
which the evaluation results can be seen in Table 1.

4.2 Augmentation Model

The model is trained and evaluated on the CMU
dataset with data generated according to subsec-
tion 3.4, with µB = µI = 0.005, σB = σI = 0.002,
µL = 1, σL = 0.01, and p = 0.01. Samples are only
drawn from θ once per motion, to ensure that each
motion has unique distributions of noise, so that the
model learns to remove general noise, and is not tied
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Figure 3: Visualization showing 15 frames of subject 6, trial 5 from the CMU dataset. The first row shows the ground truth
pose. The second and third rows show the input to the model. For each frame the values from the second and third rows are
concatenated and input to the model, the output is then displayed on the fourth row. Notice that the model is robust to lost
frames, as seen in frame 47 and 61. A video showcasing the results of the model is available at https://i.imgur.com/gS3Pin8.
mp4.

Figure 4: Comparison of the L1 loss of the input data
and the augmentation model for the test data of the CMU
dataset. Input A and B refers to the two views of the input
before concatenation.

to a specific distribution. A summarized result of
evaluation on test data can be seen in Figure 4 (c.f.
Figure 5). The figure shows the L1 loss on rotations
represented as quaternions computed for the entire se-
quence. These results show that the model is able to
greatly reduce the noise, confirming that an LSTM-
based model is able to perform noise reduction on hu-
man motion. Note that the test data is generated using
the same noise function as in training, and that an out-
of-bounds annotated dataset would give a clearer pic-
ture how well the model would perform in the wild.
subsection 4.3 elaborates on why an out-of-bounds
dataset is preferable. Several frames of input, output,
and ground truth data are visualized in Figure 3.

4.3 Suitability of Evaluation Data

To the best of our knowledge, no dataset exists for
the task of augmenting or cleaning up skinned hu-
man motion. This by extension means that no dataset
exists for augmenting skinned human motion, that

Figure 5: The L1 loss of the augmentation model for the test
data of the CMU dataset compared to the loss of the input
sequences. The x-axis represents test motions sorted by the
average loss across the two input sequences for that motion.
Input A and B refers to the two views of the input before
concatenation.

originates from pose detection performed on webcam
videos using neural networks. Furthermore, creating
such a dataset requires deep knowledge of human ani-
mation, thus making the creation of such a dataset out
of scope for this work.

This is not a problem when training the network,
as training data can be generated. It is however a
problem when evaluating the network, because neural
networks are susceptible to shortcut learning (Geirhos
et al., 2020), where they take shortcuts instead of
learning the intended generalized solution. For exam-
ple, a neural network trained to classify objects might
erroneously take the background into account, lead-
ing to mislabellings.

One way to mitigate shortcut learning is not to
evaluate the network on data from the same dataset
used for training the network. In other words, it is not
enough to split a single dataset into training, valida-
tion and testing, as this makes the test set independent
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and identically distributed (i.i.d.) with regards to the
training set. Instead, one ought to use one or sev-
eral datasets for testing and evaluation, that have sys-
tematic differences from the training dataset, making
them out-of-distribution (o.o.d.).

Now, as mentioned previously this is unfeasible,
which means that the final model evaluation is sus-
ceptible to shortcut learning. The evaluation data is
related to the training data in two ways. First off, the
evaluation data comes from the same dataset mak-
ing it i.i.d. with respect to the motions it contains.
Secondly, the source of the noise used to generate
the input motions is not the actual noise introduced,
when going through a webcam-based pose estimation
pipeline, but instead the same noise estimation used
as when training the network.

As such, the validation data used represent the
best possible effort, given the limited data availabil-
ity for this task. However, should datasets of skinned
human motion augmentation become generally avail-
able, it would then be desirable to re-evaluate the
model on those o.o.d. datasets.

5 CONCLUSION

An LSTM-based prediction model is constructed and
shown to be competitive with prior work on the task
of predicting human motion. The same approach is
then used to train an augmentation model, that is ca-
pable of cleaning up and merging two noisy motions
into a single motion. This shows that an LSTM-based
architecture is viable for augmenting human motions,
when evaluated on generated data. The lack of an-
notated data to evaluate on, means that it is unclear
how the model performs on real life data. Overcom-
ing this limitation and implementing various potential
improvements is a topic for future work.
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