Leveraging Causal Relations to Provide Counterfactual Explanations and Feasible Recommendations to End Users

Riccardo Crupi¹, Beatriz San Miguel González², Alessandro Castelnovo¹ and Daniele Regoli¹

¹Intesa Sanpaolo S.p.A., Turin, Italy
²Fujitsu Research of Europe, Madrid, Spain

Keywords: Explainable Artificial Intelligence, Counterfactual Explanations, Causality, Recourse.

Abstract: Over the last years, there has been a growing debate on the ethical issues of Artificial Intelligence (AI). Explainable Artificial Intelligence (XAI) has appeared as a key element to enhance trust of AI systems from both technological and human-understandable perspectives. In this sense, counterfactual explanations are becoming a de facto solution for end users to assist them in acting to achieve a desired outcome. In this paper, we present a new method called Counterfactual Explanations as Interventions in Latent Space (CEILS) to generate explanations focused on the production of feasible user actions. The main features of CEILS are: it takes into account the underlying causal relations by design, and can be set on top of an arbitrary counterfactual explanation generator. We demonstrate how CEILS succeeds through its evaluation on a real dataset of the financial domain.

1 INTRODUCTION

Note-worthy governmental initiatives, such as the General Data Protection Regulation (GDPR) (The European Union, 2016) and Ethics guidelines for trustworthy Artificial Intelligence (AI) (High-Level Expert Group on AI, 2019) in Europe, and the Defence Advanced Research Projects Agency’s Explainable Artificial Intelligence (XAI) program of the United States (Gunning and Aha, 2019), endeavour to promote the creation of trustworthy AI systems based on human oversight, prevention of harm, transparency, interpretability, accountability, etc. In this sense, the XAI field has appeared as a crucial set of technologies to improve and ensure trustworthiness of AI systems.

XAI addresses different purposes sought by the stakeholders of AI systems (Arrieta et al., 2020). XAI can provide reasons and justifications for the whole logic of an AI model or a specific outcome, considering both technical and non-technical forms. For example, AI developers can take advantage of explanations to verify that AI outcomes are not erroneous, biased or insecure; to ensure the efficiency and functionality; and to get new insights to improve the system. Moreover, non-technical profiles (i.e. regulators, domain experts, executives and end users) can receive explanations to assess and certify regulatory compliance, gain business knowledge and get insights to their specific situation in a human-understandable way.

While there are significant efforts to generate counterfactual explanations (Verma et al., 2020; Stepin et al., 2021), they generally fall short of generating feasible actions that end users should carry out in practice. CEILS, on the other hand, is designed to leverage the underlying causal relations to generate...
feasible recommendations to end users on how to act to reach a desired outcome. Moreover, CEILS does that by building on top of an arbitrary counterfactual generator, thus avoiding the need of dealing with an \textit{ad hoc} optimization problem.

It is important to point out that counterfactual explanations and counterfactuals in the causal inference field are separated concepts. Generally speaking, counterfactual explanations do not account for any causal relationship among data, and these are not to be confused with counterfactuals in the causal inference setting (i.e. instances answering to questions of the form "what would have happened if...") (Pearl et al., 2000). However, CEILS, by explicitly considering the underlying causal structure, provides a bridge between these two otherwise unrelated concepts (see Section 3.1.4 for more details).

The main contributions of this work are:

- to provide a novel and straightforward way to account for causality in generating counterfactual explanations of AI models,
- to provide counterfactual explanations along with (causally) feasible actions to reach them.

The structure of this paper is the following. First, Section 2 summarizes prior work for the generation of counterfactual explanations. Then, Section 3 details the CEILS proposal and Section 4 describes its evaluation in a real dataset of the financial domain. Finally, Section 5 concludes the paper and outlines future work.

2 RELATED WORK

Most of the prior approaches for the generation of counterfactual explanations relies on establishing an optimization problem, usually to find the nearest counterfactual with respect to the input to be explained. This has been understood in different ways: minimizing the distance among the explanation and the original instance (proximity) (Wachter et al., 2017) or the training data (data manifold closeness) (Joshi et al., 2019), keeping a low number of feature changes (sparsity) (White and Garcez, 2019), adhering to observed correlations or generating a set of diverse explanations (Mothilal et al., 2020).

Moreover, other works incorporate causality to produce explanations more grounded with reality (Mahajan et al., 2019). In general, current solutions provide a common understanding of a decision. However they fall short of assisting end users with feasible recommendations to act and achieve a desired outcome (Karimi et al., 2020). A set of proposals addresses this last issue through the definition of a recourse problem (Ustun et al., 2019; Karimi et al., 2020). Our work is focused on the production of counterfactual explanations with recommendations and actions more realistic and feasible for end users.

3 PROPOSED METHOD

Figure 1 depicts a general overview of the CEILS context and its main building blocks. Like other counterfactual explanation methods, CEILS offers to end user a set of statements to indicate what should be changed in order to achieve a desired outcome. However, CEILS produces not only explanations, but also feasible actions.

By way of example, consider a simplified scenario of an AI model used for loan approvals that takes into account age, income and credit score of an end user to decide if a loan would be accepted or rejected. When a person is denied a loan, counterfactual explanations indicate what input data (features) should be altered to access to the loan. For instances, the person may receive as counterfactual explanations: "reduce your age", "increase your income and credit score", "improve your credit score value", etc. As can be deduced from the examples, these explanations contain unfeasible and impractical actions (i.e. for end users, it is impossible to reduce their age, or usually they have no control over their credit scores values). With our proposal, feasible actions are delivered to end users due to the fact that causal relations are taken into account by design, e.g. credit score is in general influenced by age and income and age can only increase. Therefore, using CEILS, a person could receive as a recommended action "increase your income", which would impact the credit score and guarantee the loan approval.

The CEILS methodology consists of three main steps:

1. creation of a model in a latent space (i.e. space of unobserved variables) through a Structural Causal Model – comprised by a Causal Graph and a set of Structural Equations;
2. generation of counterfactual explanations with an arbitrary generator using the aforementioned model; and
3. translation of counterfactual explanations to the original feature space.

It is important to note that our method requires as inputs the historical data used to build the AI model that will be explained and the causal graph that describes the causal relations among the features of the
dataset. Moreover, CEILS needs to have access to the original model to generate the explanations.

On the bottom part of Figure 1 the main CEILS building blocks are shown. Next, we detail each block of the proposal.

3.1 CEILS: Building Blocks

3.1.1 Causal Graph

CEILS requires to access to a predefined causal graph that encodes the causal relations among the features of the dataset. Modeling this causal knowledge is complex and challenging since this requires understanding relations beyond statistical dependencies. Different causal discovery algorithms have been proposed to identify causal relationships from observational data through automatic methods (Kalainathan et al., 2020; Kalisch et al., 2012). In general, it is important that domain experts validate the relations detected by the causal discovery routine, or include new ones when deemed necessary.

Causal relationships among features are modelled via a Directed Acyclic Graph (DAG) \( G = (V, E) \), with the set \( V \) of vertices (or nodes) and the set \( E \) of directed edges (or links). Nodes of the graph \( G \) are composed by:

- \( X = (X_1, \ldots, X_d) \): endogenous variables, representing the actual (observed) variables used as predictors in the model;
- \( U = (U_1, \ldots, U_d) \): exogenous variables, representing (unobserved) factors not accounted for by the features \( X \); and
- \( Y \) represents the dependent variable to be predicted by means of \( X \).

In Figure 2 an example of a causal graph is included, pointing out the relations among the different kind of nodes \((X, U, Y)\).

Figure 2: Example of a causal graph, indicating the different kind of nodes \((U, X, \text{and } Y)\), and the functions associated with the CEILS methodology \((F, C \text{ and } \hat{C})\).
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\( \hat{C} \): model in the latent space
3.1.2 Structural Equations

The Structural Causal Model encodes a more detailed description of causal relationships. This is defined by a triplet \((X, U, F)\) where \(F\) represent a set of functions called Structural Equations \(F : U \rightarrow X\), mapping the exogenous (unobserved) variables living in the domain \(U\) to the endogenous (observed) ones \(X \supseteq X = F(U)\).

The first step of the CEILS methodology is to infer the Structural Equation from observations \((X)\), given the DAG. It does so by assuming an Additive Noise Model (see, e.g., (Peters et al., 2014)): \n
\[
X_j = f_j(\text{pa}(X_j)) + U_j, \quad \forall j = 1 \ldots d.
\]  

(1)

where \(\text{pa}(X_j)\) denotes the parent nodes of \(X_j\) with respect to the DAG. Thus, in the example of Figure 2 the variable \(X_2\), whose parents are the nodes \(X_1\) and \(X_3\), would be modeled by the equation: \(X_2 = f_2(X_1, X_3) + U_2\).

A regressor model \(M_j\) is trained to estimate each function \(f_j\), predicting a variable \(X_j\) from its parent nodes. A node without parents (e.g. \(X_3\) in Figure 2) is referred to as a root node, while residuals are an estimate of the latent variables: namely, to calculate the value of the latent variable \(U\) given \(X\) one would compute:

\[
\begin{align*}
\hat{U}_j &= X_j, & \text{for all roots } j, \\
\hat{U}_j &= X_j - M_j(\text{pa}(X_j)), & \text{for all non-roots } j.
\end{align*}
\]

(2)

Therefore, for the example of the Figure 2, the estimated value of the latent variable \(U_3\) would be equal to \(X_1\) since this has no parents, while for the variable \(X_2\) — with parents \(X_1\) and \(X_3\) — the estimation of the latent variable would be \(\hat{U}_2 = X_2 - M_2(X_1, X_3)\).

Structural Equations for root nodes \(r\) simply reduce to \(F_r(U) = U_r\). Once all models \(M_j\) are learned from a training dataset, it is possible to recursively compute the actual function \(F\) connecting \(U\) to \(X\) — namely \(X = F(U)\) — following the causal flow in the DAG (i.e. from the root nodes down to the leaves):

\[
\begin{align*}
F_j(U) &= U_j, & \text{for all roots } j, \\
F_j(U) &= M_j\left(\{F_i(U)\}_{i \in \text{pa}(X_j)}\right) + U_j, & j \text{ non-root}.
\end{align*}
\]

(3)

Thus, starting from root nodes — for which the relation is trivial — one can recursively construct the full relation \(F : U \rightarrow X\). In the example of Figure 2 equation (3) would read:

\[
X = F(U) = \begin{pmatrix}
U_3 \\
M_1(U_3) + U_1 \\
M_2(M_1(U_3) + U_1, U_3) + U_2
\end{pmatrix}.
\]

(4)

3.1.3 Model in the Latent Space

Once the relations \(X = F(U)\) are available, it is possible to build the model:

\[
\hat{C}(U) = C \circ F(U),
\]

(5)

where \(C\) is the original model that predicts the target variable \(Y\) given \(X\), of which we need to provide counterfactual explanations. For example, this could be an arbitrary machine learning classifier. Therefore, \(\hat{C}\) has domain in the (latent) space of variables \(U\) and leverages the Structural Causal Model by means of \(F\) in order to replicate \(C\) in estimating \(Y\).

Figure 2 shows the relations among the functions \(F, C\) and \(\hat{C}\) in a toy example: the original model \(C\) and the Structural Equations \(F\), are composed to get the model in the latent space \(\hat{C}\).

3.1.4 Counterfactuals Generator

Given the latent-space model \(\hat{C}\) as by equation (5), an arbitrary counterfactual explanations generator can be employed. As we mentioned in Section 2, most approaches to generate counterfactual explanations rely on an optimization process based on different metrics (i.e. proximity, sparsity, etc.).

More precisely, given an instance \(x\) for which we want to find a counterfactual explanation, CEILS prescribes the following three steps:

1. compute the latent variables \(u\) corresponding to \(x\) by means of residuals of models \(\{M_j\}_{j=1}^d\) (eq. (2));
2. run a counterfactual generator for the model \(\hat{C}\) relative to the point \(u\), thus obtaining \(u^{ef} = u + \delta\);
3. compute \(x^{ef} = F(u + \delta)\).

Notice that these three points correspond precisely to the well-known steps of counterfactual computation, e.g. as described in chapter 4 of (Pearl et al., 2016), namely:

1. abduction, i.e. update the unobserved variables to account for the observed data \(X = x\);
2. action — the crucial step — that consists in intervening on variables to change the observed values;
3. prediction, i.e. use the new variables to actually compute the counterfactual instance.

Namely, the CEILS approach — similarly to (Karimi et al., 2020) — provides a natural bridge between the two separate concepts of XAI counterfactual explanations and causal counterfactuals in the sense of (Pearl et al., 2016).
It is important to point out that the main advantage of CEILS is that it provides not only the counterfactual explanation \( x^c \), but also the action \( \delta \) needed to reach it. In particular, in standard counterfactual explanation methods the action is seen a shift in feature space, but this kind of actions represent, in general, unfeasible recommendations, since they completely neglect the fact that a change in a feature has impacts on others. Our method, instead, recommending actions as shift in the latent space, takes into account the underlying causal flow. Incidentally, notice that the latent space action \( \delta \) is an example of soft intervention (Eberhardt and Scheines, 2007) in that it is performed on top of other changes in the variable due to changes in its parents.

4 EVALUATION

We demonstrate the advantages of CEILS on a real dataset of the financial domain. The evaluation of the results is based on a set of known metrics and new ones that we propose to capture the particularities of CEILS.

4.1 Dataset and Causal Graph

We use a proprietary dataset of past loan applications (Castelnovo et al., 2020). This dataset comprises 220,304 applications and 8 features (namely gender, age, citizenship, monthly income, bank seniority, requested amount, number of installments and rating) to determine whether the loan application will be accepted or rejected. The features are related according to the causal graph (Figure 3) that we obtain using different causal discovery algorithms. In particular, we employed the Python Causal Discovery Toolbox (Kalainathan and Goudet, 2019), including different graph modelling algorithms on observational data (i.e. SAM, PC) and the NOTEARS algorithm (Zheng et al., 2018) included in the Python library CausalNex. Additionally, a manual revision has been performed by a group of domain experts to validate each causal relation detected or to include new ones.

Among the features, rating indicates the credit-worthiness of an applicant, i.e. an estimation of the probability that a customer will repay loans in a timely manner. Usually, end users cannot directly intervene on this feature, being it a complicated function of other variables. Thus, we set up our experiment constraining rating in such a way that no direct intervention is made on it. Namely, rating is considered a feature non-actionable but that can vary due to changes in other variable. Gender and citizenship, on the other hand, are constrained to be immutable features (they cannot change in any way), meanwhile age and bank seniority can only increase.

4.2 Experiments Setup

First, we build the original AI model, which would be explained, using the 8 features of the dataset to predict the target variable that indicates if a loan application will be accepted or rejected. This model is established through a feed-forward neural network with 2 hidden layers with ReLU activation functions.

On the other hand, the Structural Causal Model relies on the DAG represented in Figure 3. Additionally, Structural Equations are calculated to map unobserved variables to the 8 observed variables using feed-forward neural networks with 2 hidden layers. Similarly, the model in the latent space is based on a feed-forward neural network with 2 hidden layers with ReLU activation functions.

The popular open source Machine Learning library, TensorFlow, is used for setting up and training the neural networks.

We rely on counterfactual explanations guided by prototypes proposed by (Van Looveren and Klaise, 2019) included in the open source library Alibi (Klaise et al., 2019) as our baseline generator of counterfactual explanations. In particular, this is used as counterfactuals generator for the CEILS method (check Figure 1 and Section 3.1.4 for more details) and on the other hand, to generate counterfactuals explanations that will be compared with the explanations generated by CEILS.

Therefore, we compute the corresponding counterfactual explanations first using the baseline approach (Van Looveren and Klaise, 2019) and then overlaying our proposed CEILS method. 1,000 ran-
Table 1: Comparison results of the baseline approach and the CEILS method based on 8 metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Baseline</th>
<th>CEILS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validity</td>
<td>22%</td>
<td>82%</td>
</tr>
<tr>
<td>Continuous proximity</td>
<td>289.57 ± 830.79</td>
<td>43.23 ± 109.46</td>
</tr>
<tr>
<td>Categorical proximity</td>
<td>0.0 ± 0.0</td>
<td>0.09 ± 0.15</td>
</tr>
<tr>
<td>Sparsity</td>
<td>2.86 ± 0.95</td>
<td>2.83 ± 1.17</td>
</tr>
<tr>
<td>Sparsity action</td>
<td>-</td>
<td>2.28 ± 1.04</td>
</tr>
<tr>
<td>Distance</td>
<td>2.16 ± 1.1</td>
<td>1.72 ± 0.87</td>
</tr>
<tr>
<td>Cost</td>
<td>2.51 ± 1.24</td>
<td>1.35 ± 0.81</td>
</tr>
<tr>
<td>Feasibility</td>
<td>0.064</td>
<td>1.0</td>
</tr>
</tbody>
</table>

As mentioned above, gender and citizenship are treated as immutable features while rating can vary only as a consequence of changes in other variables and cannot be directly acted upon. To implement this, in CEILS we simply keep the corresponding latent variables fixed (gender and citizenship are root nodes, thus fixing their latent counterpart is equivalent to constrain them to be immutable), while in the baseline approach we directly fix the variables in the X space. This means that, for the baseline approach, rating is effectively immutable, while in CEILS it is non-actionable but mutable.

The two sets of explanations are evaluated based on state-of-the-art metrics, such as validity, proximity and sparsity (refer to (Mothilal et al., 2020) for more details). Moreover, we define three new metrics (i.e., distance, cost, and feasibility) to capture the particularities of our approach. Next, we explain the meaning of each metrics with the report of the results.

### 4.3 Results

Table 1 summarizes the results obtained for both methods (baseline and CEILS) with respect to the different metrics: validity, proximity (for continuous and categorical features), sparsity (including the action provided by CEILS), distance, cost and feasibility.

First, validity refers to the fraction of generated explanations that are valid counterfactuals, i.e. that are given a different outcome with respect to the factual instance. Here, we can observe the first big difference among the two approaches: only 22% of instances have an associated counterfactual explanation with the baseline approach, while 82% of explanations are found with the CEILS method.

Intuitively the aforementioned difference in the validity is explained by the rating feature, which is crucial to estimate the granting of loans and we configure it to be non directly actionable, since end users cannot control it. This explains why the baseline method falls short in providing valid counterfactual explanations: this approach has no way of changing the rating, thus for it is either impossible to find actual counterfactual explanations or they are too far to be considered valid. On the other hand, CEILS is much more efficient in providing valid explanations, since it can indirectly act on rating by changing variables that causally impact it (i.e., seniority or income). Moreover, CEILS provides to end users the action to be performed on these variables that are needed to change the rating appropriately.

To clarify the differences among the methods, consider the example included in Table 2, where an application has been rejected and the counterfactual explanation indicates how to act to have it approved \((\text{decision} = 0 \rightarrow \text{decision} = 1)\). As expected, immutable features (i.e. gender and citizenship) do not vary their values, while age and bank seniority show equal or higher values with respect to the original instance. However, the baseline method produces a counterfactual explanation with values far away from the factual profile (i.e. increase the income to $3643.3K$ and almost double the amount requested with less number of installments). On the other hand, if we focus on the action recommended by CEILS, this only suggests to increase the bank seniority and the requested amount\(^2\). Increasing the bank seniority \((\text{action seniority} = 5.4)\) results in a better rating \((\Delta \text{CEILS rating} = -0.375)\), thus, ultimately, in loan approval. Evidently, an increase in the seniority is impossible without a corresponding increase in age: actually, we have treated bank seniority as an actionable feature, but it would have been more appropriate to consider it as mutable only as a consequence of age changes, since seniority cannot be controlled independently of age. Nevertheless, we have decided to keep seniority actionable to focus our discussion on rating and not to limit too much the baseline method (for which it would have been impossible to change seniority as well as rating).

Regarding the rest of metrics in Table 1, it is important to note that they are computed over the explanations common to both methods (22% according to the validity), i.e., on observations to which both CEILS and the baseline were able to provide a valid explanation. In particular, results included in the table correspond to the mean and standard deviation of the metrics over all valid explanations.

\(^2\)Both methods apparently provide the counter-intuitive suggestion of increasing the requested amount: this is due to the fact that the baseline method searches for explanations as close as possible to the data distribution. In other words, a too small requested amount is not plausible with respect to the other suggested features.
Table 2: Example of an instance, counterfactual explanations obtained by the baseline approach and CEILS method, differences among the original instance and the counterfactual explanations for both methods, and action provided by CEILS method.

<table>
<thead>
<tr>
<th>variable</th>
<th>instance</th>
<th>counterfactuals</th>
<th></th>
<th>CEILS</th>
<th>action</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>baseline</td>
<td>∆Baseline</td>
<td>∆CEILS</td>
<td>action</td>
</tr>
<tr>
<td>decision</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>gender</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>age</td>
<td>30</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>citizenship</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>income</td>
<td>56.7K</td>
<td>3700K</td>
<td>56.7K</td>
<td>3643.3K</td>
<td>0</td>
</tr>
<tr>
<td>seniority</td>
<td>0</td>
<td>8.1</td>
<td>8.1</td>
<td>5.4</td>
<td>5.4</td>
</tr>
<tr>
<td>amount</td>
<td>210K</td>
<td>490K</td>
<td>320K</td>
<td>199K</td>
<td>110K</td>
</tr>
<tr>
<td>rating</td>
<td>10</td>
<td>10</td>
<td>9.625</td>
<td>0</td>
<td>-0.375</td>
</tr>
</tbody>
</table>

Thus, proximity refers to the distance between the original instance and the counterfactual explanation. We distinguish among proximity for continuous and categorical features. For continuous features, we measure proximity as feature-wise $L_1$ distance re-scaled by the Median Absolute Deviation from the median (MAD). For categorical features, we consider a distance of 1 if there is values mismatch. The results show better values of proximity taking into account continuous features for the CEILS method. This means that the explanations obtained are closer to the original input of the end user, which is a desirable propriety. Regarding the proximity for categorical features, there is no major difference among the methods.

Moreover, we measure the sparsity of the explanations obtained as the number of features that need to change with respect to the original input. In the feature space the difference among the methods is not remarkable, but notice that in terms of recommended actions (“sparsity action” in Table 1) CEILS is able to slightly improve this metric as well.

Closely related to the proximity metric, the distance measure the $L_1$ distance between counterfactual explanation and the original instance. Again, the CEILS method obtains better values (1.72) with respect to the baseline method (2.16).

Finally, we propose to measure cost and feasibility: these 2 metrics are designed to compare CEILS actions with the actions that the baseline approach would have recommended considering the Structural

3For continuous feature a tolerance threshold is considered similarly to (Moshial et al., 2020).

4Notice that for non-causal counterfactual explanations actions actually boil down to the simple difference in feature space, thus sparsity and sparsity action coincide. Another way to compute actions for non-causal explanations could be what we call ex-post actions, mentioned below in the text.

5Notice that this metric is computed over standardized feature values.

Causal Model ex post, i.e. the actions — given the SCM — that one should perform in order to reach the baseline explanations.

On the one hand, cost is defined as the $L_1$ norm of the action that has to be done in order to reach a counterfactual explanation. In the evaluation, a lower value of cost is obtained with the CEILS method since the causal influence reduces the effort in order to reach an explanation.

On the other hand, the feasibility metric shows the percentage of actions that are compatible with the feasibility constraints over features, e.g. if the variable bank seniority can only increase, the action over bank seniority must be a positive value for the corresponding explanation to be feasible. We observe that the CEILS method perfectly preserves the underlying causality as expected (a value of 1.0), while the reconstructed actions of the baseline spoil almost completely the actionability of the features (0.064) (e.g. to keep the rating fixed while changing income, the baseline should actually recommend a non-null action on rating, which is unfeasible).

5 CONCLUSIONS AND FUTURE WORK

In this paper, we present the CEILS methodology for generating counterfactual explanations focused on providing feasible actions to end users who want to achieve a desired outcome. The main novelty, which is reached via the Structural Causal Model and by building a model in the latent space, lies in the possibility of embedding it in any existing counterfactual generator, effectively producing realistic recommendations.

Indeed, because of variable interdependence, static counterfactual explanations generators (in the sense of non-causal) fail, in general, to provide feasible actions, recommending a set of interventions that may be either impossible to perform or sub-optimal in reaching a desired result, as outlined in Section 4 (check the example included in Table 2). On the other hand, CEILS leverages the underlying causal relationships among variables to provide recommendations that are feasible and also to reduce the effort in terms of actions to reach valid counterfactual profiles (e.g. acting on seniority to influence rating in the example of Table 2).

Our first practical evaluation employs a real dataset of the financial domain and is based on well-
known metrics and others that capture the particularities of CEILS that confirm the efficiency of our method in generating feasible actions with respect to its baseline counterfactual generator.

Despite the growing research on the field of counterfactual explanations, there are a lot of open questions and challenges yet to be tackled (Verma et al., 2020). In particular, we are interested in relaxing the assumption of having a complete and reliable causal graph and work with incomplete causal relations. Moreover, as for future work, we consider to extend our evaluation by employing other counterfactual generators as baselines to analyze how it could contribute to the overall results, and also to compare the explanations produced by other causal methods with the ones found with CEILS, and possibly involving end users to obtain feedback that will guide towards better explanations. The preprint (Crupi et al., 2021) includes detailed evaluations and experiments on additional datasets.
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