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Abstract: In this paper, we present a Deep Learning (DL) approach to tackle a real-world, large-scale music entity matching task. The quality of data, the lack of necessary information, and the absence of unique identifiers affect the effectiveness of entity matching and pose many challenges to the matching process. We propose an efficient matching method for linking recordings to their compositions through metadata using pre-trained language models. We represent each entity as a vector and estimate the similarity between vectors for a pair of entities. Our experiments show that an application of language models such as BERT, DistilBERT or ALBERT to large text corpora significantly improves the matching quality at an industrial level. We created a human-annotated dataset with sound recordings and composition pairs obtained from music usage logs and publishers, respectively. The proposed language model achieves 95% precision and reaches 96.5% recall which is a high performance on this challenging task.

1 INTRODUCTION

The rise of digital distribution of music in recent decades has led artists, writers & producers to take a greater interest in recognising the use and rights of their works on digital platforms and streaming services (Skog et al., 2018). Collective Management Organisations (CMOs), whose goal is to pay royalties to various parties based on music usage, rely on usage log metadata to match music with publishers’ repertoire and available catalogues (Panda and Patel, 2012). Both record record labels and independent artists provide a unique identifier, the International Standard Recording Code (ISRC), which is assigned to a particular sound recording by an artist or band. At the same time, worldwide publishers list a unique code, the International Standard Musical Work Code (ISWC), assigned to a particular musical work or songwriter’s composition in their composition list. However, if one or both identifiers are missing, the linking of entities can only be done through the available metadata. The quality of data, the lack of necessary information, and the absence of unique identifiers pose numerous challenges to the matching process. The task of linking data from heterogeneous databases, to which there is no unique and primary key linking the data, reduces to the problem of Entity Resolution (ER) (Christophides et al., 2019). Several studies propose the use of machine learning methods to accomplish ER tasks (Bilenko and Mooney, 2003; Cohen and Richman, 2002; Sarawagi and Bhamidipaty, 2002) where the decision about a matched or mismatched pair is derived from the model (e.g., decision tree or SVM) using extensive preprocessing and pairwise extraction of linguistic features. Other approaches provide a set of rules, e.g. Ruled-Based (RB); from experts to collect guidelines for matching and decision thresholds (Singla and Domingos, 2006; Konda et al., 2016). Deep Learning (DL) methods have been presented for a variety of prediction tasks such as natural language processing (NLP) (Goldberg, 2016; Hirschberg and Manning, 2015) and computer vision (CV) (He et al., 2016; Krizhevsky et al., 2012). Recent studies provide solutions using DL entity resolution models through two approaches. The first approach focuses on representing the entity as a vector and estimating the similarity between vectors, known as Representation Based Method (Ebraheem et al., 2018). The second approach, i.e., Compare-Aggregate Based Method, uses two-step processing in which pairwise attribute values are compared to obtain multiple matching vectors, and the extracted matching vectors are aggregated to produce the final similarity score (Mudgal et al., 2018).

Our paper is categorized as Representation Based Methods. Given a list of candidate pairs with meta-
Table 1: Linguistic variations of entities in song title and artist names.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misspellings</td>
<td>Led Zeppelin = Led Zepplin</td>
</tr>
<tr>
<td>Numbers</td>
<td>The 3 Tenors = The Three Tenors</td>
</tr>
<tr>
<td>Stylized Names</td>
<td>NSync = 'N Sync</td>
</tr>
<tr>
<td>Missing Terms</td>
<td>The Sex Pistols = Sex Pistols</td>
</tr>
<tr>
<td>Acronyms</td>
<td>B.D.P. = BDP = Boogie Down Productions</td>
</tr>
<tr>
<td>Initials</td>
<td>J.S. Bach = Johann Sebastian Bach</td>
</tr>
<tr>
<td>Lead Performers</td>
<td>Sting &amp; The Police = The Police</td>
</tr>
<tr>
<td>Misencodings</td>
<td>©P⁹NU = Jay Chou</td>
</tr>
<tr>
<td>Transliterations</td>
<td>Jay Chow = Jay Chou</td>
</tr>
<tr>
<td>Translated Names</td>
<td>Chou Jie Lun = Jay Chou</td>
</tr>
<tr>
<td>Legal Changes</td>
<td>Yaz (EN-US) = Yazoo.</td>
</tr>
<tr>
<td>Localization</td>
<td>Tchaikovsky (EN) = ЧАЙКOVСКИЙ (RU)</td>
</tr>
</tbody>
</table>

Data of sound recordings and compositions, Entity Resolution generates a list of matched recommendations with a score reflecting confidence in the match (Christophides et al., 2019). Challenges include the lack of necessary title, artist, and composer information. In addition, redundant information can lead to missing matches. Linguistic features such as misspellings, typos, acronyms, or polysemy are factors that make matching difficult. The current improvements in the language model lead to innovative approaches to solve the entity resolution problem. In this paper, we present an approach using pre-trained state-of-the-art language models for efficient entity resolution between pairs of recordings and compositions. The rest of the paper is structured as follows. Section 2 describes the data creation process which is separated into sub-modules. Section 3 mentions preliminaries of language models, detailed information about proposed DL models and overviews details of the implementation. Section 4 presents a reference to our experimental results and the discussion of our work. Finally, in Section 5, we discuss the strengths and limitations of our approach and we conclude with an outlook to future work.

2 DATASET DESCRIPTION

There is a wealth of publicly available datasets for entity resolution (Köpcke et al., 2010; Primpeli et al., 2019). However, there is a gap for a dataset containing recordings and corresponding composition pairs, which is the focus of this work. This section focuses on creating the dataset for training and evaluating Deep Learning models. We create this type of dataset by using the procedure of Figure 1. The proposed method of data creation is usually adopted by entity resolution tasks that aim to tame their quadratic complexity and scale them to large datasets (Papadakis et al., 2016).

Our goal is to create a dataset containing instances of accepted and rejected pairs of recordings and associated compositions. A list of recordings and a catalogue of musical compositions form the raw data and source material for candidate pair extraction. More precisely, one catalogue contains the basic metadata of a recording, i.e., title, artist and writer names. The other catalogue contains the titles of the compositions and the writer names. As for the writers, in Table 2 we define the categorization of the writers corresponding to the song rights holders.

2.1 Data Preprocessing

The first module of data creation corresponds to data preprocessing. Sound recording metadata is derived from music usage logs and may have multiple formats and versions. Figure 2 shows the diversity of the song *Hotel California by Eagles* in the raw data, which includes mixdowns of the original sound recordings such as remix, bass mix and workout mix. It also includes special live performances of the song and cover versions like karaoke and instrumental. It also adds details about the artist or band in the recording tile or uses redundant information such as “made famous by”.

In summary, music metadata often contains linguistic variations of entities in song titles and artist names, as in Table 1, which complicates the retrieval and matching process. Preprocessing allows tokenization of titles and separation of artists and writers. It then removes stop words and punctuation that are irrelevant to the search and increase the indexing volume. Finally, it detects music terms, i.e., live performance, guitar version, etc., in the title and writer fields, which are redundant information for entity matching.

2.2 Indexing & Query Process

Given 2 lists of \(|N|\) records and \(|K|\) compositions, the total number of pairs is \(|N| \times |K|\). When the lists are very large, the number of pairs for each matching procedure is prohibitive. Therefore, the second step helps to extract the candidate pairs efficiently and reduce the time and space complexity. The module starts with indexing using inverted files.
of the terms of each composition sample to achieve efficient time performance and find similar compositions/documents. It also provides query processing where the values of the query attributes are checked for indexing and then searched to find the candidate records.

The catalog of compositions has 2,123,224 unique cases and our list of available recordings is 23,332. The best known technique to reduce the number of candidates is to introduce a blocking key in the process query module. More precisely, we introduce a blocking key representing (at least) one token match in the title, and we limit the upper bound of the block size based on the predefined threshold for the maximum number of results threshold $K$. We find relevant documents for each query using the probabilistic relevance framework of BM25 (Robertson and Zaragoza, 2009), which provides a ranked list of documents with scores in the range $[0 − 1]$. The number of results for each query is equal to the size of the list, so we restrict ourselves to the top 10 results that our experiments show to have high performance on pairwise completeness. We summarise all the rankings resulting from queries to produce a list of candidate pairs.

2.3 Voting & Consensual Annotations

The generated candidate pairs are fed to the annotation process, where human experts decide whether to accept or reject the proposed relationships. The quality of the dataset depends on the annotation and we use a voting procedure for the final decision. The decision criteria are derived from the knowledge about the music industry using the consensus of 3 domain experts. Pairs that do not meet the linkage criteria are removed from the final dataset.

The method used to create the dataset generated 33,727 annotated pairs of recordings and compositions with 18,724 and 15,003 accepted and rejected pairs, respectively. The generated dataset contains 23,332 and 16,463 unique titles and artists in recordings, respectively. The number of unique composition titles is 16,784 and the number of unique collaborations of composers provided by the dataset is 16,392. Table 3 summarises the basic descriptive statistics for the generated dataset.

3 Model Overview

In this section, we present preliminary work on pre-trained language models and describe in detail the architecture of our model.

3.1 Language Models

Language Models (LMs) use various statistical and probabilistic techniques to determine the probability of a particular sequence of words occurring in a sentence. They analyze text segments to provide a basis for their word prediction. Recently, LMs have been used in many natural language processing (NLP) tasks and have produced great results.

One of the most successful LM is BERT (Bidirectional Encoder Representations from Transformers), published by researchers at Google AI Language (Devlin et al., 2018). It has achieved top results on many NLP tasks, such as Question Answering, Natural Language Inference, etc (Jiang and de Marneffe, 2019; Qu et al., 2019). The biggest technical innovation of BERT is the application of the bidirectional training of Transformer, a popular attention model, to language modeling. This has enabled a deeper sense of language context and improved on the old technique of looking at a text sequence from left to right.
Table 2: Sub-categories of writers in compositions.

<table>
<thead>
<tr>
<th>Writer Type</th>
<th>Writer Name</th>
<th>Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>composer</td>
<td>Trent Reznor</td>
<td>Closer (Nine Inch Nails)</td>
</tr>
<tr>
<td>lyricist</td>
<td>Stephen Sondheim</td>
<td>Sweeney Todd: The Demon Barber of Fleet Street</td>
</tr>
<tr>
<td>librettist</td>
<td>Charles Jennens</td>
<td>Messiah, HWV 56</td>
</tr>
<tr>
<td>revised by</td>
<td>Igor Stravinsky</td>
<td>Pater Noster</td>
</tr>
<tr>
<td>translator</td>
<td>August Wilhelm Schlegel</td>
<td>Ständchen (“Horch, horch, die Lerche”), D. 889</td>
</tr>
<tr>
<td>reconstructed by</td>
<td>Simon Heighes</td>
<td>Markus-Passion, BWV 247</td>
</tr>
</tbody>
</table>

Transformer (Vaswani et al., 2017) is an attentional mechanism that learns contextual relations between words in a text. It involves two separate mechanisms, an encoder that reads the text input and a decoder that makes a prediction for the task. Since BERT is a Language Model, only the encoder mechanism is used. The transformer encoder reads the entire word sequence of words at once and is therefore not directional. This feature allows the model to learn the context of a word based on the entire sequence.

3.2 Model Architecture

Recently, there are several approaches that address the matching problem using rules derived by human experts or by machine learning (Konda et al., 2016). Deep Learning for the problem EM has gained interest and achieved promising results (Ebraheem et al., 2018; Fu et al., 2019), mainly focusing on tailored RNN architectures and word embeddings. Our approach creates a simpler architecture based on fine-tuning pre-trained LMs. One of the advantages of pre-trained LMs is that they can be fine-tuned to better perform certain tasks. Study (Li et al., 2020) compares pre-trained language models with a set of entity matching tasks and presents the results of BERT, the distilled version, DistilBERT (Sanh et al., 2019) and ALBERT (Lan et al., 2019) as those with the highest performance. We adopt the above language models and add a fully connected layer and a softmax for output to address the problem as a binary classification and fine-tune the network, as Figure 3 shows.

We also explore the approach of introducing domain knowledge as proposed by study (Li et al., 2020). In this approach, domain knowledge is injected into each entry in a preprocessing step using a pre-trained Named-Entity Recognition (NER) model. The concept behind this technique is that when humans try to identify whether a pair matches or not, they first search for text segments that contain the most relevant information and then make their final decision. We use the pre-trained NER model to search for useful entities in each entry, and enclose these entities with a type label.

Table 3: Descriptive statistics of the dataset.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recording Titles</td>
<td>23,332</td>
</tr>
<tr>
<td>Recording Artists</td>
<td>16,423</td>
</tr>
<tr>
<td>Composition Titles</td>
<td>16,620</td>
</tr>
<tr>
<td>Composition Writer Collaborations</td>
<td>16,392</td>
</tr>
</tbody>
</table>
3.3 Input Serialization

One of the challenges of this approach is representing candidate pairs and converting them into a valid input to the LM. LMs require sequences of tokens (text) as input and we serialize the input as follows:

Each pair consists of two entries, which may be either recordings or compositions. For each of these k entries:

\[ e = \{(attr_{i}, val_{i})\}_{1 \leq i \leq k} \]  

(1)

If the entry is a recording, then the attributes are Title, Artists, and Writers. If the entry is a Composition, then the attributes are Title and Writers. In either case, the entry e is serialized as follows:

\[ attr_{\text{title}} = [\text{COL}]\text{title}[\text{VAL}]\text{val}_{\text{title}} \]  

(2)

\[ attr_{\text{writers}} = [\text{COL}]\text{title}[\text{VAL}]\text{val}_{\text{writers}} \]  

(3)

\[ attr_{\text{artists}} = [\text{COL}]\text{title}[\text{VAL}]\text{val}_{\text{artists}} \]  

(4)

\[ \tilde{e} := attr_{\text{title}} \cup attr_{\text{writers}} \cup attr_{\text{artists}} \]  

(5)

where [COL] and [VAL] are tokens indicating the beginning of an attribute and the value of the attribute, respectively. The attribute artist is empty in the case of a composition.

In order to serialize a candidate pair of entries, we let,

\[ (e, e') = [\text{CLS}]e[\text{SEP}]e'[\text{SEP}], \]  

(6)

where [CLS] is a special token for BERT to encode the pair sequence into a high-dimensional vector to transition to the fully connected layer and [SEP] is a token to indicate the end of an entry.

3.4 Implementation

The network was implemented in Python using the PyTorch framework\(^1\) and the Transformers library\(^2\). The maximum sequence length was set to 256 and the learning rate started at 3e-5 and decreased linearly. We used a batch size of 32 and trained for 20 epochs, storing the model with the highest F1 score in the validation set. To run the experiments, we used AWS SageMaker\(^3\) on a ml.p3.2xlarge (Tesla V100 GPU).

4 RESULTS

To get a better insight into the quality of the proposed models, we present a detailed description of the evaluation results. We train the variants of LMs on the same training dataset and evaluate the performance on a percentage of the dataset generated by the data process of Section 2. We compare the performance in this particular task for BERT, DistilBERT and ALBERT language model. We keep a detached part of the dataset as a test set representing the 10% of the initial set. We treat this problem as a binary classification and evaluate the performance of our model using the task-related metrics of precision, F1-score, recall, and false positive rate as defined below:

- **Precision** is measured as \( \text{prec} = \frac{|TP|}{|TP| + |FP|} \) and is the fraction of classified matches that are true matches.
- **Recall** is measured as \( \text{rec} = \frac{|TP|}{|TP| + |FN|} \) and is the proportion of true matches that are correctly classified.
- **F-measure** is the harmonic mean of precision and recall and is calculated as \( F1 = 2 \times \left( \frac{\text{prec} \times \text{rec}}{\text{prec} + \text{rec}} \right) \).
- **False positive rate** is measured as \( \text{fpr} = \frac{|FP|}{|TN| + |FP|} \).

Table 4: Performance metrics of trained models.

<table>
<thead>
<tr>
<th>Language</th>
<th>Evaluation Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Precision</td>
</tr>
<tr>
<td>BERT</td>
<td>0.9546</td>
</tr>
<tr>
<td>Distil-BERT</td>
<td>0.9499</td>
</tr>
<tr>
<td>ALBERT</td>
<td>0.9524</td>
</tr>
</tbody>
</table>

Figure 4: Comparison of the pre-trained language models through receiver operating characteristic curve as a binary classifier system which its discrimination threshold is varied.

The evaluation results show that the LMs achieve high performance and can handle this challenging task efficiently. Table 4 describes the evaluation metrics on the test set based on the pre-trained LM, which are used as the backbone of the network. The precision varies in a range of 0.949 – 0.954 and the model BERT performs better in precision than the others, reaching the highest value of 0.954. Also, the model
BERT has the lowest false positive rate of 0.063. The recall varies in a range of 0.940 – 0.965 and DistilBERT achieves the highest value. DistilBERT achieves the best upper bound of F1 with 0.957. The experimental results with ALBERT show comparatively lower performance on the evaluation metrics. Moreover, in Figure 4, we show the ROC curve, which combines the true and false positive rates and provides a comparison factor for binary classification methods. BERT and DistilBERT have similar performance, while ALBERT lags in performance but still achieves high scores in precision and recall given the difficulty of the task. Considering that DistilBERT is a stripped down version of BERT that uses knowledge distillation and gives almost similar performance results, we conclude that DistilBERT is our best option.

We provide results for the scalability of the best model classifier, i.e. DistilBERT; as Figure 7 shows. We use three scaling steps of 20%, 50%, and 100%, each representing percentages of the training dataset. The scaling shows that even with only 20% of the total dataset, the model achieves an F1 score of almost 0.929 and recall reaches 0.945. Moreover, despite the small dataset, DistilBERT achieves a precision of 0.912, demonstrating the immense power and ability to efficiently predict pairwise linkage even with a really small training dataset. The success rate of our best model converges in the range of more than 50% and the improvements in precision and recall are in the range of 0.005. A significant improvement is achieved by expanding the training dataset from 20% to 50%, which increases precision by 3.2% and recall by 1.2%.

We evaluate the approach of introducing domain knowledge using the Named-Entity Recognition (NER) model to search for useful entities in each entry, and we wrap these entities with a type label. A robust and well-known NER model with efficient results is provided by spaCy\(^4\). We filter for specific types, e.g., persons, dates, works-of-art, organizations, replacing the original text with a new text in which special tokens are inserted around the text segments of each identified entity to reflect its type. These new tokens become signals to the self-attention mechanisms of the pre-trained LMs and ensure that the texts are better aligned for matching. Figure 5 compares the evaluation metrics of DistilBERT and DistilBERT+NER. The results show a slight improvement in precision and FPR, but a decrease in F1 score and recall. More specifically, DistilBERT+NER achieves 0.954, 0.946 precision and recall, respectively, and the false positive rate is 0.062.

We also provide insight into training time performance, as shown by Table 5. As expected, BERT is the slowest model, taking almost twice as much time to complete an epoch compared to the other 2 models. DistilBERT and ALBERT are close, but since ALBERT the metrics are a bit lower.

In addition, we compared the best LM to basic ML models using the public Python module py_entitymatching from AnHai Doan’s group\(^5\). The module includes Entity Linking Workflows, to select the best learning-based matcher for the specific data, and is commonly used as a baseline for Entity Linking. The available learning-based matchers are: Linear Regression (LinReg), Logistic Regression (LogReg), Decision Tree (DT), Random Forest (RF), and Support Vector Machines (SVM). We compare the LM with all the above matchers with default settings. The module generates a feature vector using a combination of well known fuzzy matching algorithms like Levenshtein Simi-

\(^{4}\text{spaCy NER: https://spacy.io/api/entityrecognizer}\)
\(^{5}\text{http://anhaigroup.github.io/py_entitymatching}\)
Table 5: Training time performance of each model to complete a whole epoch.

<table>
<thead>
<tr>
<th>Pre-Trained Model</th>
<th>Training Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>5min 26sec</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>3min 41sec</td>
</tr>
<tr>
<td>ALBERT</td>
<td>2min 34sec</td>
</tr>
</tbody>
</table>

Figure 7: The impact of scaling in performance metrics for DistilBERT model.

5 CONCLUSIONS & FUTURE WORK

In this paper, we introduce the use of pre-trained language models to tackle the challenging task of entity linking sound recordings with related compositions utilizing metadata pairs.

The main points of our contribution can be summarized in the following sentences:

- We describe a fast and trusted dataset creation process using the sub-modules of preprocessing, indexing, candidate reduction and consensual labelling.
- We train and evaluate state of the art pre-trained Language models providing performance metrics of their predictive ability, scaling and training consumption.

We benefit from pre-trained LMs based on the Transformer technology and we fine-tune them for our task. The results show that it performs extremely well on our dataset, even with a small amount of data. The best model reaches 95% and 96.5% precision and recall respectively, which constitutes a high performance in this challenging task. The huge power of pre-trained LMs is shown when the results remain competitive even with only 10% of the training dataset. LMs contribute to the avoidance of heavy preprocessing and feature extraction processes needed in traditional machine learning approaches, which proves to be a great advantage for this task due to the several linguistic variations such as misspellings, multiple names, transliterations and missing titles that appear in the particular entity linking task.

Our approach lags in the cases with semantic proximity despite the ability of LMs to recognize semantically similar terms and sentence. This option can be problematic because it might lead to high scores for rejected candidate pairs. Another drawback of this approach is the fact that it ignores the linking of candidate entity pairs from a different language.

There are some future directions we would like to pursue next. As future work, our will is to extend the base dataset with even more candidate pairs. We plan to analyse further the mismatches to understand the limitations of the model or hidden domain knowledge that is omitted from the training process. Also, a nice contribution and extension of our approach is the introduction of language detection and translation to handle the multilingual entity linking. In addition, we plan to explore further the use of Named-Entity Recognition models, creating our own model, that will be tailor-made for the needs of the music industry.
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