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Abstract: Many methods have been applied to automatic construction or expansion of lexical semantic resources. Most follow the distributional hypothesis applied to lexical context of words, eliminating grammatical context (stopwords). This paper will show that the grammatical context can yield information about semantic properties of words, if the corpus be large enough. In order to do this, we present an unsupervised pattern-based model building semantic word categories from large corpora, devised for resource-poor languages. We divide the vocabulary between high-frequency and lower frequency items, and explore the patterns formed by high-frequency items in the neighborhood of lower frequency words. Word categories are then created by clustering. This is done on a very large Arabic corpus, and, for comparison, on a large English corpus; results are evaluated with direct and indirect evaluation methods. We compare the results with state-of-the-art lexical models for performance and for computation time.

1 INTRODUCTION

Lexical semantic resources are essential for a wide range of Natural Language Processing (NLP) tasks. The way to build automatically such resources from large corpora is usually by deducing semantic similarities between linguistic items from their distribution. The distributional hypothesis says that “words that are utilized and happen in the same contexts tend to purport similar meanings” (Harris, 1954), in other words “a word is characterized by the company it keeps” (Firth, 1957).

This hypothesis has been applied to measuring semantic similarity, to word clustering, to automated creation of thesauri and bilingual dictionaries, etc. But nearly every work has restricted the context to lexical items (hence the use of stopwords). This restriction is not part of the initial hypothesis, as seen in the work of Harris disciples on links between lexicon and grammar (Gross, 1994).

We try here a new approach, which is to identify the semantic properties that can be discovered from the grammatical patterns a word can be used into. The idea is to build a word vector based on grammatical patterns and then compare it to vectors produced by state-of-the-art methods based on lexical context. This approach, inspired by previous works (Bernard, 1997; Lebboss et al., 2017), is especially aimed at resource-poor languages as Arabic, as it is mostly built from knowledge extracted from big corpora.

Detection of grammatical patterns without knowledge from the language, even stopwords, is done by dividing the corpus vocabulary between high-frequency items and low frequency items. Then we compute all possible patterns of high frequency items in the neighborhood of a word, considered as features of this word. The produced vector is the number of occurrences of each feature.

Evaluation of our results will be double: on one side, we will compare semantic properties deduced from grammatical patterns with those deduced by state-of-the-art methods from lexical data; on the other side, we will compare the results obtained from Arabic corpora with those obtained from an English corpus. We will use the few semantic gold standards available for Arabic and English, and apply an indirect evaluation in vector clustering, using WordNets for both languages.
Next section will give a short survey of related works. Section 2 describes our method. Section 4 presents our results, before concluding.

2 RELATED WORKS

Unsupervised methods for extracting semantic knowledge from corpora are usually divided in two types: statistical and embedding methods. According to the distributional hypothesis, in both types of methods, a context must be defined, and each word is characterized by the frequency of its occurrence in each of these contexts. The contexts are usually defined as neighboring words in some window. The window can be a document, paragraph or sentence, or a fixed-length window.

Most of these methods follow a bag-of-words approach, where the order of items is not taken into account – among the rare exceptions, HAL (Lund et al., 1995); nearly all also follow a lexical context approach, where functional words are not taken into account.

The statistical methods whose origins date back to (Salton, 1971) are still very active. The principle of operation of these methods is simply to produce a vector where each column contains the number of occurrences of some context in the vicinity of the word. With a high number of contexts, as in big corpora, this produces a huge sparse vector, with a high computational and memory cost, so these methods use dimensionality reduction methods as singular value decomposition or other kind of matrices factorization, random mapping, etc.

These vectors are generated by various algorithms such as Latent Dirichlet Analysis (Blei et al., 2003), Probabilistic HAL (Azzopardi et al., 2005), Generalized Vector Space (Wong et al., 1985), Latent Semantic Analysis (Dumais, 2004), Rocchio Classification (Schatz and Whitaker, 2008), Random Indexing (Kanerva et al., 2000). Some methods enhance the vectors by pre- or post-processing techniques (Turney and Pantel, 2010; Erk, 2012; Clark, 2012), for instance weighing values with TF-IDF or PPMI.

To overcome the sparsity problem, word embedders have been developed. They represent a word in a dense low-dimensional vector using predictive models, usually neural network ones (Bengio et al., 2003; Collobert and Weston, 2008; Mnih and Hinton, 2008; Collobert et al., 2011; Dhillon et al., 2011; Mikolov et al., 2013a; Mnih and Kavukcuoglu, 2013; Collobert, 2014; Pennington et al., 2014). The principle here is to learn a weight matrix able to predict some neighboring word(s) of a given word. Components of a word vector do not represent directly the number of occurrences of some context, even if the number of times each context occurred influences the learning model.

Other than capturing semantic information, word embedding have successfully been employed by several downstream NLP applications such as named-entity recognition, semantic role labeling, sentiment analysis, machine translation and dependency parsing.

Despite their empirical success, recent papers shed light on the limitations of word embedders: (Levy et al., 2015b) targets its limitation in extracting the hyponymy and entailment relations, while (Rubenstein et al., 2015) pointed at its failure in capturing attributive properties. (Levy et al., 2015a) shows that the advantage of word-embedding methods over the count-based methods (Baroni et al., 2014) can be overridden with a good choice of hyper-parameters, which have more influence on the results than the chosen method. On the other hand, (Levy et al., 2015b) unveils that the word-embedding methods outperform the count-based models in diverse semantic tasks, such as word association, synonym detection and word clustering. (Mikolov et al., 2013b) use the offset method to solve analogical questions such as “man is to king as woman is to . . . ?” by addition of vectors.

Whatever the method, the bag-of-word approach disregards grammar and word order and yields very little information on the syntactico-semantic relations between the words. To overcome this limitation, some solutions have been recommended. The first solution proposes injecting lexico-syntactic knowledge into the embeddings, such as dictionary, ontology or thesaurus information, to the objective function (Kiela et al., 2015; Lazaridou et al., 2015; Liu et al., 2015), or at the post-processing step (Faruqui et al., 2014; Mrkšić et al., 2016).

Others suggest a lexical pattern-based approach, replacing the bag-of-word contexts with other context types considering syntactic items. These methods were pioneered by (Hearst, 1992; Hearst, 1998) who manually coded patterns to capture hyponymy relations. Hand crafted patterns were used for many applications, such as extracting hyperonym/hyponymy (Rydin, 2002; Tjong Kim Sang and Hofmann, 2007), meronymy (Berland and Charniak, 1999), antonymy (Lin et al., 2003), noun categories (Widdows and Dorow, 2002). Some methods based on Hearst patterns implement weakly supervised bootstrap techniques (Riloff and Shepherd, 1997), while others refined its algorithm using the syntactic structure (Roark and Charniak, 1998; Widdows and Dorow, 2002; Phillips and Riloff, 2002; Pantel and Ravichan-
Other attempts use lexical-syntactic contextual patterns (Riloff et al., 1999; Thelen and Riloff, 2002), one even uses only grammatical information (Bernard, 1997).

(Caraballo, 1999) was the first to use conjunctions and appositive features to build a hyperonym-labeled noun hierarchy similar to WordNet. (Alfonseca and Manandhar, 2002) use Hearst patterns in an unsupervised manner to extend ontology and compare it with WordNet. In this sense, Hearst patterns were applied to increase recall in Information Extraction systems as KNOWITALL (Etzioni et al., 2004; Ritter et al., 2009), to extract web-based semantic relations (Pasca, 2004), and in various other studies (Sang, 2007; Sombratsrisomboon et al., 2003; Sumida and Torisawa, 2008).

Other works take into account the dependency relations (Lin, 1998; Padó and Lapata, 2007; Murphy et al., 2012; Levy and Goldberg, 2014). Some even use clusters of lexical-syntactic patterns in which the word occurs as context to represent it (Baroni et al., 2010). (Bollegala et al., 2015) replaces bag-of-words contexts with various patterns (lexical, POS and dependency). Another work (Yatbaz et al., 2012) uses paradigmatic representations of word context by replacing the bag-of-word contexts with substitute vectors, which include the potential words that could replace the target word given its neighboring words.

All these methods make use of knowledge about the language. Alternatively, the flexible approaches aim to extract patterns in an unsupervised manner. Such methods were used in various NLP tasks as constructing noun categories (Davidov and Rappoport, 2006) analogy question answering (Bičici and Yuret, 2006), extracting semantic relationships (Turney, 2008a; Bollegala et al., 2009; Davidov et al., 2007), detecting synonyms (Turney, 2008b), disambiguation of nominal compound relations (Davidov and Rappoport, 2008), sentiment analysis (Davidov et al., 2010) and detection of sarcasm (Tsir et al., 2010) or irony with Probabilistic LDA (Nozza et al., 2016).

In a similar way, (Lebboss et al., 2017; Lebboss et al., 2019), building on (Bernard, 1997), cluster word vectors based on grammatical patterns. Others use statistical graph-based approaches for automatic extraction of semantic relations (Vossen, 1998; Widdows and Dorow, 2002; Shinzato and Torisawa, 2004).

### 3 OUR METHOD

In order to assess the quality of semantic information that can be extracted from automatically constructed grammatical pattern, the flexible approach is the most convenient. Very few tests have been made on other languages than English, and only one (Lebboss et al., 2017) has been done on Arabic.

In this last work, the corpus vocabulary was cut in two parts, high-frequency elements and lower-frequency elements. Then patterns were generated from the high-frequency elements in the vicinity of words, forming vectors to be clustered and compared for evaluation with Arabic WordNet. There are drawbacks: the method explores only some of the possible patterns; it cannot work on a really big corpus; the evaluation was partial and only done on Arabic data. But on the other side, the method was not language-dependent, was based on grammatical information\(^1\), and had a very few number of parameters, relatively easy to tune.

The method presented here corrects all these drawbacks, adding different testing protocols (every protocol available for Arabic), with a much larger corpus (one billion instead of six millions words), while reducing the computation time and minimizing occupied space.

This is done in a modular and multi-threaded framework (https://gitlab.com/Data-Liasd/Interface), used by various projects of our laboratory since 2014, and collecting tools for extracting language structure from extra-large corpora. It is mainly written in C++, with parts in Python and Java, Qt5 library, PostgreSQL database and Cmake. Figure 1 presents the general operation of our system, and its three main stages will be presented in next subsections.

#### 3.1 Word Trie Preparation

A Trie or Prefix Tree, is one of the best data structures for word indexing. It stores words by nodes; each node has sons and brothers, and contains one Unicode letter. Every common prefix is represented by one node; each node branches off when the letters diverge from the other prefixes in the Trie. The word is represented by merging the characters from the root node to the end node. The structure is compact as it stores the common prefixes only once. Unlike hash-code or binary trees where the search time of a word is proportional to the number of stored elements, search time here is proportional to word length. It is thus faster as the maximum length of a word is lower than

---

\(^1\)In a big enough corpus, high-frequency words are, as is well known, mostly functional ones.
the number of words. It is also more efficient than hashing since it does not require hash function computing or collision handling. The only drawback is that it consumes a lot of space if the words are heterogeneous – few common prefixes (which is not the case here).

We store the Trie in two ways: globally as a Json file or by nodes in the database. It is worthy to note that the word-trie is built before applying any preprocessing, in order to generate various tests without having to re-read the corpus. For reasons that will appear later, word identifiers are frequency-based.

Word preprocessing integrates Khoja stemmer (Khoja and Garside, 1999) implemented in Java by Motaz Saad, Arabic IBM normalization rules implemented by Stanford NLP group, among others. In normalization preprocessing, we also replace all numbers by '1', and all words in foreign scripts by '0', in order to keep track of those as potential context. After every preprocessing, a mapping to the initial word-trie is stored in the database.

### 3.2 Phrase Segmentation Preparation

Before building patterns, we first segment the corpus in small textual units that will serve as context. The segments are delimited with punctuation (including carriage return and linefeed). The type of punctuation used for boundaries has an impact on the pattern results. For Arabic, cutting at double punctuations (parenthesis, brackets) or at quotes gave us lowest quality results and induced bad grammar rules. For instance, prepositions were linked to the word before and not to the following word. So we suppressed double punctuations and quotes from the list of delimiters, and obtained much better results.

Segments are stored as arrays of preprocessed word identifiers (the Trie structure is not convenient here) with file swapping for multithreading. We then clean the segments that would not be useful for context determination: those reduced to one word, or containing only digits, only foreign words, or both.

### 3.3 Pattern Discovery

The first step here is to split the vocabulary between high-frequency and lower-frequency items. This is done by selecting a threshold, the first parameter of our system; though we have done it by hand, it could be automated by looking at the Zipf curve. We term the high-frequency items “markers”; most of them are grammatical words; among the rare exceptions, “ibn” (literally “son of”) marks proper nouns, “he said” marks a hadith (as in English “once upon a time” marks a tale). Lower-frequency items will simply be called words. Testing if a form is a marker is done by comparing the form identifier with the identifier of the last defined marker. If it is greater, it is a marker, otherwise it is a word. We have two basic grammar rules:

1. A pattern contains at least one word,
2. A pattern contains at most $JL$ consecutive words.

The $JL$ parameter (for JokerLength) mentioned in the last rule is our second parameter; it is the maximum number of consecutive words that can be attached to a pattern. We define a Joker (a wildcard) as a sequence of words whose length is comprised between 1 and $JL$. A pattern is then a sequence of markers, coined $m_i$ in the following examples, and jokers, coined $\ast$. Patterns are most appropriately stored in a Trie; every node in the Trie contains:

- a label (the marker or joker identifier),
- the number of outputs attested,
- a map of word identifiers and occurrences in the pattern.

The second step is to cut the segments into pieces that corresponds to patterns of maximum length (according to rules 1 and 2 above). For instance, if words are coined $x$, the segment $x m_1 x x x x x x m_2 x$, if $JL = 3$, must be cut in two: $x m_1 x x x x x$ and $x x x x m_2 x$ (note that $x_i$ is in both parts).

The third step is to generate, for each part of a segment, every pattern that is compatible with it. In (Lebboss et al., 2017) this third step did not exist.

![Figure 1: Our system.](image-url)
store the pattern in the pattern-trie, and to store in the map of the pattern every word that has occurred in it, updating its number of occurrences. The pattern-trie is constructed in multithreaded master-slave mode.

We will keep only the patterns that appear in the corpus more than some frequency threshold: this threshold is our last parameter.

The last step is to generate the matrix \( \text{words} \times \text{patterns} \). We developed three methods to generate the matrix, depending on the corpus size, to optimize the performance. The matrix is stored in compressed format; only the non-zero components are recorded with the word and pattern identifier and the number of occurrences.

1. For small corpora: After merging the pattern-tries, we parsed and generated the \( \text{word} \times \text{pattern} \) matrix (as a map) along with the parsing.
2. For medium corpora (> 70 million segments, 6 million unique words): After merging the pattern-tries, each component of the matrix is stored in a table, and then SQL queries are used to group all patterns for each word.
3. For large corpora: At the end of each local Trie, the partial components of the matrix are stored in a table. We retrieve the different identifiers for the same pattern. In the database, we merge these identifiers (by SQL queries) to obtain the components of the matrix; then we proceed as for the medium corpora.

3.4 Evaluation

We conduct two types of evaluation. In the first one, based on the few semantic similarity gold standards available for Arabic (RG65, MC30 and WordSim353), dot products\(^5\) between vectors of the words included in the gold standard are computed; then correlations (Pearson, Spearman) between these and the human scores are computed. Both correlations give in general close results, so we will only give Pearson here.

The second evaluation is more complex but better suited for Arabic and resource-poor languages. It is based on WordNet. The idea is to compare similarities in WordNet (graph-vicinity) to the result of a clustering. Of course, WordNet similarities compare concepts (synsets), not words, so they cannot be directly used. Following (Aliane, 2019), the similarity between words chosen is derived from \( \text{wup\_similarity} \) (Wu and Palmer, 1994) as follows:

\[
sim(m_k, m_j) = \text{ArgMax} \ wup\_similarity(k, j) \quad (1)
\]

Among the numerous clustering models available, we chose SOM (Kohonen, 1982); the main reason for this choice is that in later stages we aim to explore cluster topology and analyse metaclusters in the map; another reason was the existence of a very efficient version for sparse vectors (Melka and Mariage, 2017), which we used for our method, while using regular SOM with dense vectors. The quality of each cluster is computed on the basis of similarity between words in the cluster, according to:

\[
Qlt(C_i) = \frac{\sum_{k=1}^{c_i}|c_i| \sum_{j=k+1}^{c_i} \text{sim}(m_k, m_j)}{|c_i|(|c_i| - 1)/2} \quad (2)
\]

The global quality is the average on all \( k \) clusters:

\[
Qlt = \frac{\sum_{i=1}^{k} Qlt(C_i)}{k} \quad (3)
\]

We compare the results of our method based on grammatical information to three state-of-the-art methods based on lexical information, CBoW, SkipGram and Glove (Mikolov et al., 2013a; Pennington et al., 2014), both on Arabic and on English.

The corpora used are given in table 1. For Arabic, we used three corpora of different sizes, in order to study the influence of corpus size on the results: a big extract of a very large corpus created by (Lebboz, 2016), hereafter ABC (for Arabic Big Corpus), the reduced corpus on which his method was experimented (ARC), and Arabic Wikipedia 2019 (AW). For English, we used a single large corpus, Wikipedia 2019 (EW). The support is the number of words common to the corpus and WordNet (Arabic WordNet and Princeton WordNet respectively), for wup evaluation. Uniques means number of unique normalized words.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Words</th>
<th>Uniques</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW</td>
<td>2,250,594,333</td>
<td>9,257,846</td>
<td>47,118</td>
</tr>
<tr>
<td>ABC</td>
<td>1,021,006,238</td>
<td>6,084,342</td>
<td>4,159</td>
</tr>
<tr>
<td>AW</td>
<td>119,435,658</td>
<td>2,700,803</td>
<td>3,566</td>
</tr>
<tr>
<td>ARC</td>
<td>8,573,345</td>
<td>544,796</td>
<td>822</td>
</tr>
</tbody>
</table>

4 EXPERIMENTS

Our experiments were carried on a 64-bits server with 72 CPU and 125 GB of memory. For each method tested, we have empirically determined the parameter values giving the best results. For CBOW and
SkipGram, we used negative sampling and a four-
words window. For GloVe, we used a ten-words win-
dow. For all three methods, we adopted 15 iterations
and 300 as vector dimension. For our method, based
on the observations below, we choose the number of
markers as 150 in Arabic and 75 in English, with
JL=4. Threshold for the patterns (depending on the
corpus) was fixed for obtaining a vector of \( \approx 1500 \)
dimensions. For the clustering, the best results were
obtained with the SOM architecture and operation
recommended by (Kohonen, 1982) (hexagonal neigh-
borhood, Euclidian distance, and learning parameter
computed from the number of samples in two stages),
and with \( \approx 550 \) clusters.

We will begin by some preliminary observations,
then give the results of the two types of evaluation.

4.1 Observations

As expected, the frequency distribution of words fol-
lows a Zipf Law. In English, 50 markers cover more
than 40% of the occurrences, while Arabic needs
more markers to cover the same percentage (150 with
ABC corpus). This implies that Arabic has more
structural diversity of the patterns.

More interesting, as shown in figure 2, the distri-
bution of the segments, while being a long tail dis-
tribution (with 4,357,913 segments having only one
occurrence), does not obey any kind of Zipf distribu-
tion. The black line in the figures represent the Zipf
curve closer to the data. To the contrary, the distribu-
tion of the patterns (figure 3) strictly follows a Zipf
Law (with only two humps compared to word distribu-
tions). This is independent of the value of the pa-
rameters, and of the language.

The average length of the segments is 8.67 in En-
glish and 9.22 in Arabic (for the biggest corpus). Av-
verage length of the patterns is 7.1 in English and 7.75
in Arabic. The average number of markers in a pattern
is \( \approx 5 \).

Study of the influence of number of markers and
JL value on the number and length of patterns yields
the following observations:

- when the number of markers grows, so does the
  number of patterns, but their average length di-
  minishes;

- length and number of patterns grow with JL un-
til a plateau is reached; the bigger the corpus, the
  sooner the plateau is reached (JL = 3 or 4).

4.2 Semantic Similarity

The results for WordSim353 (table 2, with Pearson
correlation) are not good for any method, but very bad

<table>
<thead>
<tr>
<th>Corpus</th>
<th>CBow</th>
<th>SkipG.</th>
<th>GloVe</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW</td>
<td>0.63</td>
<td>0.66</td>
<td>0.66</td>
<td>0.03</td>
</tr>
<tr>
<td>ABC</td>
<td>0.36</td>
<td>0.39</td>
<td>0.40</td>
<td>0.1</td>
</tr>
<tr>
<td>AW</td>
<td>0.46</td>
<td>0.48</td>
<td>0.49</td>
<td>0.07</td>
</tr>
<tr>
<td>ARC</td>
<td>0.52</td>
<td>0.45</td>
<td>0.46</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

The results for RG-65 and MC-30 are very simi-
lar, so we give only the first ones (table 3); Pearson
correlation is good with all state-of-the-art methods
(Spearman, not given, is somewhat lower) and not
good with our method, but especially bad for English.
For Arabic the same hold than for WordSim353: the
correlation worsens when the corpus size is bigger.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>CBow</th>
<th>SkipG.</th>
<th>GloVe</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW</td>
<td>0.78</td>
<td>0.78</td>
<td>0.74</td>
<td>0.02</td>
</tr>
<tr>
<td>ABC</td>
<td>0.88</td>
<td>0.89</td>
<td>0.92</td>
<td>0.41</td>
</tr>
<tr>
<td>AW</td>
<td>0.90</td>
<td>0.92</td>
<td>0.92</td>
<td>0.47</td>
</tr>
<tr>
<td>ARC</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.59</td>
</tr>
</tbody>
</table>
5 CONCLUSION

The most notable (and unexpected) observation, never done before to the best of our knowledge, is that patterns, like words but unlike segments, follow Zipf Law, at least in English and Arabic. The cause of Zipf Law in word distribution has not been settled; if this phenomenon is confirmed in other languages, it would mean that patterns are structurally similar to words and not to segments or sentences, and perhaps bring new light into the debate. The "monkey" model for Zipf Law (Miller, 1957) aims to explain it as a random effect; but why does it apply to words and patterns and not to segments or sentences?

Second, considering the issue we have addressed here, our results show that at least in some cases semantic information can be deduced from grammatical patterns, even at times better than from lexical patterns. It seems clear that this holds more for languages with more diverse pattern structure, as Arabic, than for English. Of course that does not mean that one should not look at lexical patterns, rather both types of information should be combined.

It is hard to assess what exactly is at stake between semantic similarity gold standards and WordNet cluster similarity. First, one may note that those gold standards are very small (hundreds of word pairs at most), while WordNet, even for Arabic, is much more populated (with millions of potential word pairs). Second, those gold standards do not distinguish between types of similarity, while WordNet is by design much more precise.

Whatever the case, we hope to have convinced the reader that the contribution of grammatical structure to semantic characterization of words deserves to be explored.

Our strategy for discovering grammatical structure functions at an acceptable computational cost, as shown in table 5, at least for Arabic. While Leboss program took 125 minutes for the ARC corpus (and did not compute all patterns), our program takes only 2 minutes. We have optimized our algorithm only on the basis of Arabic data, and a comparable optimization is probably needed for English, in order to shorten the computation time. The most costly in the process is the pattern discovery (taking more than 90% of the total time).

<table>
<thead>
<tr>
<th>Corp.</th>
<th>CBoW</th>
<th>SkipG.</th>
<th>GloVe</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW</td>
<td>0.563</td>
<td>0.560</td>
<td>0.518</td>
<td>0.399</td>
</tr>
<tr>
<td>ABC</td>
<td>0.419</td>
<td>0.402</td>
<td>0.398</td>
<td>0.504</td>
</tr>
<tr>
<td>AW</td>
<td>0.425</td>
<td>0.422</td>
<td>0.411</td>
<td>0.459</td>
</tr>
<tr>
<td>ARC</td>
<td>0.455</td>
<td>0.446</td>
<td>0.450</td>
<td>0.390</td>
</tr>
</tbody>
</table>

Table 4: Results for WordNet similarity.

Figure 3: Log-log pattern frequency distribution.

Thus it is clear that our method, only based on grammatical information, does not capture this type of semantic similarity. Still, results are better for Arabic and RG65 (or MC30).

4.3 WordNet based Similarity

The situation is not at all the same with WordNet similarity in indirect evaluation by clustering. As shown in table 4, our method can give better results in $Qlt$ for Arabic than state-of-the-art ones; the condition seems to be that the corpus be large. For English, even if the results are not as good as state-of-the-art ones, they are largely better than those for semantic similarity.

Table 5: Computation times.

<table>
<thead>
<tr>
<th>Method</th>
<th>ABC</th>
<th>AW</th>
<th>ARC</th>
<th>EW</th>
</tr>
</thead>
<tbody>
<tr>
<td>GloVe</td>
<td>31mn</td>
<td>7mn</td>
<td>1mn</td>
<td>3.88h</td>
</tr>
<tr>
<td>CBoW</td>
<td>1.68h</td>
<td>28mn</td>
<td>2mn</td>
<td>9.8h</td>
</tr>
<tr>
<td>SkipGram</td>
<td>7.15h</td>
<td>128mn</td>
<td>5mn</td>
<td>45.56h</td>
</tr>
<tr>
<td>Our</td>
<td>7.49h</td>
<td>36mn</td>
<td>2mn</td>
<td>122.9h</td>
</tr>
</tbody>
</table>

Difference between English and Arabic here is perhaps correlated to the more diverse pattern structure in Arabic observed before, which could reflect that grammatical structure conveys more semantic information in Arabic.
For the time being a human intervention is necessary for splitting the vocabulary, but this could be automated by taking into account the higher hump of Zipf curve. Absolutely no knowledge of the language nor of its grammar is needed here.

We aim to develop further different aspects of this work: analyse the relations between clusters in the SOM map produced; research about distributional properties of grammatical patterns on other languages; look closer at English features that could explain the much longer computation times; last, but not least, elaborate a method integrating lexical and grammatical patterns in order to categorize words, especially for resource-poor languages.

ACKNOWLEDGEMENTS

This work has been done as a part of the project "Analyses sémantiques de textes arabes utilisant l’ontologie et WordNet" supported by Paris 8 University and the Lebanese University.

REFERENCES


embeddings. In *International Conference on Knowledge Discovery and Information Retrieval*, volume 2, pages 68–76. SCITEPRESS.


