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Abstract: With the help of project management tools and code hosting facilities, software development has been transformed into an easy-to-decentralize business. However, determining the importance of tasks within a software engineering process in order to better prioritize and act on has always been an interesting challenge. Although several approaches on bug severity/priority prediction exist, the challenge of task importance prediction has not been sufficiently addressed in current research. Most approaches do not consider the meta-data and the temporal characteristics of the data, while they also do not take into account the ordinal characteristics of the importance/severity variable. In this work, we analyze the challenge of task importance prediction and propose a prototype methodology that extracts both textual (titles, descriptions) and meta-data (type, assignee) characteristics from tasks and employs a sliding window technique to model their time frame. After that, we evaluate three different prediction methods, a multi-class classifier, a regression algorithm, and an ordinal classification technique, in order to assess which model is the most effective for encompassing the relative ordering between different importance values. The results of our evaluation are promising, leaving room for future research.

1 INTRODUCTION

Software development nowadays is a collaborative process, taking place in online code hosting facilities, such as GitHub\(^1\), and being supported by project management systems, such as Jira\(^2\). Using these types of tools, developers can monitor the software development process in a fine-grained way, by assigning tasks, prioritizing features, resolving bugs, planning releases, and generally keeping track of the evolution of their project.

In this collaborative context, and especially for large projects with multiple contributors, it is often required to prioritize the various tasks of a project. The process of determining the importance of a task (or an issue) is crucial, as it affects the prioritization of the task with respect to the development sprints as well as the expected duration for the completion of the issue itself. And yet the decision is usually non-trivial; there are typically no clear rules on how the level of importance is defined, thus leaving the decision up to the personal judgment of the team members. Consequently, the tasks of the project at hand are often flagged with inconsistent or badly planned importance values, this way complicating the management of the project and giving rise to major issues in project development.

We argue that a challenge that arises in this context is whether we can automate the process of task importance assignment in task management systems. Most contemporary research efforts have not focused specifically on this challenge; they have focused instead on the challenges of bug priority prediction (Sharma et al., 2012; Tian et al., 2015; Kanwal and Maqbool, 2012) and bug severity prediction (Lamkanfi et al., 2010; Lamkanfi et al., 2011; Yang et al., 2012; Roy and Rossi, 2014; Menzies and Marcus, 2008; Tian et al., 2012; Yang et al., 2014). Furthermore, the input of certain approaches is limited to textual data (i.e. issue titles and descriptions) and the time frame of the data is not considered. This way, the prediction may be based on data that are quite different from the issue under analysis, especially when they are extracted from issues more than a few months old. Finally, most approaches do not account for the ordinal characteristics of the output, i.e. the fact that the priority/and severity of an issue is defined on an arbitrary scale where the relative ordering between different values is significant.

In this paper, we propose a methodology that over-
comes the aforementioned limitations. Given input from the task management system of a project, our system employs information including both textual and meta-data, such as the type or the assignee of the task, in order to predict the importance of a task. The time frame of the tasks is taken into account so that task priorities are determined by data that are temporally close. As far as the ordinal characteristics of the output are concerned, we apply three different models, a multi-class classifier, a regression model and an ordinal classifier in order to examine which method is better suited for the challenge at hand.

The rest of this paper is organized as follows. Section 2 disambiguates the term importance from the terms priority and severity and reviews the related work. Our methodology for a task importance recommender is presented in Section 3. Section 4 evaluates our approach against a set of software projects and Section 5 discusses the perceived challenges in the area of task importance prediction. Finally, Section 6 concludes this work and provides useful insight for future research.

2 RELATED WORK

As already mentioned, related work in the area of task importance prediction/classification is rather limited. There is, however, a considerable volume of work regarding bug priority prediction and bug severity prediction, which are similar challenges, yet require some careful disambiguation. In specific, we may define the priority of a task as a measure that indicates how urgent it is to deliver that specific task. On the other hand, severity determines the impact of a task (or, much more often, a bug) on the project at hand (Lamkanfi et al., 2011). In other words, priority answer to the question ‘what to implement/fix first’, whereas severity answers to the question ‘how much impact does fixing this have to the system’.

In the context of this work, task importance can be defined as a measure of how much the delivery of a task impacts the software project at hand. Therefore, it is most similar to the concept of severity rather than that of priority. Indeed, bug priority is usually measured in categories P1-P4 (or, sometimes, P1-P5), where P1 indicates that the bug must be fixed as soon as possible and P4 (or P5) indicates that the bug will never be fixed (Uddin et al., 2017). Severity, on the other hand, usually takes values such as Trivial, Minor, Major, Critical, and Blocker in increasing order of importance.

Further concerning severity prediction, which is most relevant to this work, certain research efforts consider a more coarse-grained output merging severity values into two levels of importance (i.e. severe and non-severe). One such approach is proposed by Lamkanfi et al. (2010) who used data from three open-source projects monitored by the bug tracking system Bugzilla. The authors applied tokenization on bug descriptions and employed a Naive Bayes classifier to classify bugs into severe and non-severe. Further extending their work (Lamkanfi et al., 2011), the authors evaluated three more algorithms, an 1-Nearest Neighbor classifier, a Support Vector Machines classifier, and a Naive Bayes Multinomial classifier, proving the latter to be the most effective.

A similar approach was followed by Yang et al. (2012) who focused mainly on feature selection. The authors employed three different features selection techniques, the Information Gain, the chi-squared ($\chi^2$), and the Correlation Coefficient, in order to determine the terms that are the most decisive for classifying bug reports in the severe and non-severe categories. Finally, another approach that focuses mainly on text algorithms is that of Roy and Rossi (2014). The authors also extract data from Bugzilla and evaluate three configurations, one with single text tokenization, one with tokens and bigrams, and one with tokens, bigrams, and chi-squared feature selection. Their results indicate the latter to be the most effective in predicting bug severity.

There are also several approaches that consider fine-grained output with five or more classes of severity. An example system in this category is SEVERIS (Menzies and Marcus, 2008), which is trained using data from the NASA PITS database. The system extracts tokens from bug reports and applies the Information Gain for feature selection before finally employing the RIPPER rule learner (Cohen and Singer, 1999) to determine the severity of each report. IN-Spect (Tian et al., 2012) follows a rather different approach, extracting both text tokens and other features (such as, e.g., the component that is relevant to the report) and creating a metric that computes the similarity between two Bugzilla bug reports. After that, IN-Spect employs a nearest-neighbors algorithm to determine the class of a bug report base on the class of its neighbors. Finally, another similar approach is proposed by Yang et al. (2014) who first employ LDA to categorize the bug reports to different topics and then consider the nearest neighbors of each bug report within its topic in order to predict its severity.

Although the aforementioned approaches are ef-
flective for bug severity prediction, they do not always conform to the challenge of task importance prediction. Tasks from project management systems may describe features, requirements, or even issues in the code or the documentation, whereas bugs refer usually to faults in the project. Thus, effectively predicting the importance of tasks requires considering the textual sources of information and modeling also the meta-data relevant to the type and the specifics of the task. In this paper, we propose a methodology that considers both types of information to predict the importance of tasks using models that are effective for ordinal characteristics.

3 METHODOLOGY

Our methodology for automated task importance assignment is outlined in Figure 1. The input is given in the form of the project management data of a software project, which is initially preprocessed to extract its text, description, and other information/meta-data (type, assignee). After that, we employ a different model for each type of (title, description, information) and, finally, we aggregate the outputs of all models in order to recommend the importance value.

Concerning the data, we have retrieved the dataset crafted by Ortu et al. (2015) and set up a PostgreSQL database instance according to the authors’ instructions. The dataset includes project management data extracted from the Jira repositories of the Apache Software Foundation. It includes approximately 1000 projects with more than 700,000 tasks/issues. Our methodology is obviously agnostic, as it can receive input from any project management platform, however we use here data from Jira as a proof of concept. An example task for project CouchDB is shown in Figure 2.

Notice that each task comprises a handful of information, including not only its title and description, but also its status, its relevant components, its assignee, etc. Furthermore, at the right side of Figure 2, we may see the temporal characteristics of the task. Concerning importance, Jira actually defines it using the term ‘priority’, which however is rather inaccurate as discussed in Section 2. Despite this inaccuracy, this metric actually represents importance (or severity) as it receives the values Trivial, Minor, Major, Critical, and Blocker. Hence, we hereafter refer to this metric as ‘importance’.

In our case, the analysis is performed per project, thus we have used a database connector to retrieve one project at a time and perform the steps outlined in Figure 1 to build a prediction model per project.

3.1 Data Preprocessing

As our methodology is applied on actual projects, several tasks may have incomplete or default importance values. Thus, the first step is to remove any tasks without importance value as well as any task with the default value given by Jira (i.e. ‘Major’) when the user selects not to assign an importance value.

After that, we preprocess the text fields of the tasks, i.e. the titles and the descriptions. Initially, we parse the texts and remove all html tags. Also, each text is split into tokens and all punctuation is removed. Then, we perform stemming to remove word endings (e.g. ‘running’ becomes ‘run’) and lemmatization to replace each term with its base form (e.g. ‘better’ becomes ‘good’). The next step is to remove all numbers, single characters, and stop words using the list of NLTK. As an example application of our preprocessing pipeline, the description of the task of Figure 2 is transformed into the following tokens: [create, helper, function, pull, document, url, way, url, change, update, one, place].

Finally, concerning the rest of the fields shown in Figure 2, we use the type and assignee, as these have been shown to yield better results in our analysis. Both fields are converted to ids. Assignees were

5https://github.com/marcoortu/jira-social-repository
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replaced by their corresponding system IDs, while the type of the task was replaced by a numerical value according to Table 1. For each project, we also flagged the types with less than 10 occurrences as outliers and removed the corresponding tasks from the project.

Table 1: ID Conversion of Task Type.

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>#</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bug</td>
<td>9</td>
<td>Story</td>
</tr>
<tr>
<td>2</td>
<td>Component Upgrade</td>
<td>10</td>
<td>Sub-task</td>
</tr>
<tr>
<td>3</td>
<td>Documentation</td>
<td>11</td>
<td>Support</td>
</tr>
<tr>
<td>4</td>
<td>Improvement</td>
<td>12</td>
<td>Task</td>
</tr>
<tr>
<td>5</td>
<td>New Feature</td>
<td>13</td>
<td>Temp</td>
</tr>
<tr>
<td>6</td>
<td>Quality Risk</td>
<td>14</td>
<td>Test</td>
</tr>
<tr>
<td>7</td>
<td>Question</td>
<td>15</td>
<td>Wish</td>
</tr>
<tr>
<td>8</td>
<td>Refactoring</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2 Data Models

As already mentioned, our methodology takes into account both the textual features and the meta-data of the tasks. Thus, in the following subsections we describe two data models, one used for the title and the description of the tasks and one used for their meta-data (type and assignees).

Task Text Model. We build two text models, one for task titles and one for task descriptions. For each one of them, we employ a vector space model where texts (titles or descriptions) are represented as documents and words/terms are represented as dimensions. Using the TF-Idf vectorizer, we create the vector representation for each document/text. In specific, the weight (value of the vector) of each term \( t \) in a document \( d \) is defined as:

\[
tf idf(t, d, D) = tf(t, d) \cdot idf(t, D)
\]  

where the factor \( tf(t, d) \) is the term frequency of term \( t \) in document \( d \) and refers to the number of occurrences of the term \( t \) in the document (title or description). The factor \( idf(t, D) \) is the inverse document frequency of term \( t \) in the set of all documents (titles or descriptions) \( D \). The \( idf(t, D) \) in our implementation is defined as:

\[
idf(t, D) = 1 + \log \left( \frac{1 + |D|}{1 + |d_t|} \right)
\]

where \( |d_t| \) is the number of documents containing the term \( t \), i.e. the number of titles or descriptions that include the relevant term. The inverse document frequency is used to penalize very common terms in the corpus (e.g. “issue” or “component”), as they may act as noise to our model.

Task Meta-data Model. Concerning the meta-data model, which for the proof of concept proposed by this paper comprises the type and the assignee of each task, we could immediately apply a classification algorithm. However, by doing so, the temporal characteristics of the data would not be considered. Instead, we implemented a sliding window technique so that the importance of a new task is predicted using the recent tasks, which are intuitively expected to have similar characteristics. Consider, for instance, that a task has an assignee A that lately delivers mostly Critical tasks; assigning him/her a new task at this time would probably mean that the task is Critical and not Minor. Obviously, this is related to the number of open tasks and the number of developers available. However, practice says that when one performs well, then he/she is assigned with relevant tasks, both in context, as well as importance.

Hence, to model the temporal characteristics of numerical values, we use the sliding technique shown
in Figure 3. Given that the tasks are ordered according to the date they were created, we initially choose a sliding window size \( s \) (in our case set to 50 after experimentation). Then, for each new task we use the data from the previous \( s \) tasks to predict its importance value. For the \( s+1 \)-th task, we use data from the tasks 1 to \( s \), for the \( s+2 \)-th task, we use data from the tasks 2 to \( s+1 \), and so on till the last (\( n \)-th) task.

3.3 Importance Prediction

Upon having processed our data inputs, we proceed to applying prediction techniques in order to predict the importance of a given task. As there are three inputs, one for titles, one for descriptions, and one for meta-data, we build three models that we later aggregate to produce a single importance value (as shown in Figure 1). We apply simple averaging for the aggregation since it is adequate as a proof of concept that using more information leads to better results.

An important consideration for selecting a prediction technique is the fact that the output has ordinal characteristics. In other words, the relative ordering between different importance classes is significant. Thus, we expect that using an algorithm that considers the order of the classes can be more effective than using a typical classification algorithm. To test this hypothesis, we have applied three algorithms, all based on Support Vector Machines (SVM), which are described in the following subsections.

**Classification.** Our first model is the SVM classifier provided by scikit-learn (Pedregosa et al., 2011) with an RBF kernel and default parameter values, i.e. the Support Vector Classifier (SVC). The algorithm follows the one-versus-one approach to multi-class classification. According to that approach, given \( c \) classes, we build \((c \cdot (c - 1))/2\) binary classifiers, one for each pair of classes. For the classes Trivial, Minor, Critical, and Blocker, we have six classifiers: Trivial-vs-Minor, Trivial-vs-Critical, Trivial-vs-Blocker, Minor-vs-Critical, Minor-vs-Blocker. After training and executing the models, the resulting class is determined using majority voting.

**Regression.** A straightforward way to model ordinal output variables is by using regression techniques, i.e. Support Vector Regression (SVR). In regression, the dependent variable takes continuous values, which obviously have ordering. In our case, the SVR model outputs values in the range \([1, 4]\). The next step is to translate the continuous output values into class probabilities. To do so, we use the following equation:

\[
y_i = \frac{1}{1 + y_r + 1 - y_r + 1 - y_r + 1} = \frac{1}{1 - y_r}
\]

where \( y_r \) is the output of the SVR, and \( y_i \) is the final probability of class \( i \). Finally, the class predicted by the algorithm is the one with the maximum probability, i.e. \( \text{argmax}_i(y_i) \).

**Ordinal Classification.** For our third classifier, we employed the ordinal classification approach proposed in (Frank and Hall, 2001). The technique includes one less model than the class variables, with each of them predicting the probability of being larger than one of the first three class values. In our case, the three models provide as output the values of \( P(y > \text{Trivial}) \), \( P(y > \text{Minor}) \), and \( P(y > \text{Critical}) \). After that, the probability of each class is provided by the following set of equations:

\[
\begin{align*}
P(y = \text{Trivial}) &= 1 - P(y > \text{Trivial}) \\
P(y = \text{Minor}) &= P(y > \text{Trivial}) - P(y > \text{Minor}) \\
P(y = \text{Critical}) &= P(y > \text{Minor}) - P(y > \text{Critical}) \\
P(y = \text{Blocker}) &= P(y > \text{Critical})
\end{align*}
\]

Finally, concerning the output of this Support Vector Ordinal Classifier (SVOC), the class predicted by the algorithm is the one with the maximum probability, i.e. \( \text{argmax}_c(P(y = c)) \).

4 EVALUATION

4.1 Evaluation Framework

To illustrate the applicability of our claims and provide an initial proof of concept for them, we have selected a dataset of 10 projects. These projects were selected as they are large enough to provide useful data (e.g. all have more than 2000 tasks) and have multiple importance values without excessive class imbalances. The projects of our evaluation dataset, along with certain statistics about their tasks and contributors are shown in Table 2. In all projects, we use the first 80% of the data as training set and the most recent 20% of the data as test set.
In order to evaluate our hypothesis, we have performed two experiments. The first aspires to evaluate the data models described in subsection 3.2 while the second attempts to assess the effectiveness of the three importance prediction techniques of subsection 3.3. For both experiments, we used the classification metrics of Precision, Recall, F-score, and Accuracy.

### 4.2 Evaluation of Data Models

Concerning the evaluation of the different data models, we keep only SVOC and test three configurations, one using only the titles of the tasks, one using the titles and the descriptions, and one using all available data (i.e. including also the meta-data). The results of our analysis are shown in Figure 4a. Since tasks are split into four classes of importance, our results seem effective enough for a task importance recommender. Moreover, given this graph, we confirm our intuition that employing more data leads to better results.

It is clear that using also the descriptions of the tasks instead of only the titles results in higher values concerning all four evaluation metrics. The results also indicate that meta-data can offer useful information; the data model that uses all data seems to perform more effectively than the other two models in all metrics. This outcome is rather expected, considering that the type and the assignee of the task are indicative of its importance. Finally, given these promising results, as future work, one may consider extending our model to the rest of the data provided for each task.

### 4.3 Evaluation of Importance Classifiers

The results of the evaluation of our three importance classifiers are shown in Figure 4b. At first glance, one may notice that the regression algorithm (SVR) does not perform as effectively as the other two techniques. SVR seems to achieve high precision (and, thus, f-score), however its values on recall and accuracy are clearly lower than those of the other two algorithms. This is actually expected as regression algorithms are generally not suitable for classification problems. Although in our case importance is an ordinal variable, it is certainly not continuous.

Concerning the other two implementations, our ordinal classifier (SVOC) seems to outperform the SVC technique when it comes to precision (and, therefore, F-score). For the recall and accuracy metrics, the two algorithms have similar effectiveness. This is actually quite an interesting outcome, indicating that SVOC successfully models the output class, and thus can be used effectively for ordinal classification problems such as the one analyzed in this work.

## 5 CHALLENGES IN TASK IMPORTANCE PREDICTION

Upon laying the foundation of the task importance prediction challenge and providing an initial proof of
concept, we discuss any limitations, along with open issues to be addressed. First and foremost, we note that research works for the challenge itself are quite limited. As already mentioned in Section 2, most research efforts focus on bug severity prediction, a challenge that may be similar; however concerns mainly the maintenance phase of the software development process. For the same reason, project/task management datasets are also few, especially compared to their vast counterparts originating from bug tracking systems (Lamkanfi et al., 2013). An interesting idea in this context would be to attempt to extract issues from code hosting services, such as GitHub, which are also often used only for bugs, however they are also sometimes used to track feature development (Diamantopoulos et al., 2020).

Another important note supported by our evaluation results is the fact that employing both textual information and meta-data can lead to better importance predictions. This observation is on par with current research in bug severity prediction (Tian et al., 2012), while it also conforms with approaches in relevant research fields, such as automated issue/bug assignment (Matsoukas et al., 2020; Anvik et al., 2006). Moreover, our intuition tells us that using temporal characteristics can further improve on the results; despite not proven explicitly in this paper, following an holistic approach should provide more effective predictions if we consider similar works (Tian et al., 2015).

Concerning the output, in this work we have considered projects that did not exhibit excessive imbalance among the task importance classes. We have, of course, removed any default instances, as supported by current research (Menzies and Marcus, 2008), however we would certainly propose a more rigorous analysis for other projects. We have focused mainly on the ordinal characteristics of the output and tested three different importance prediction scenarios. Our evaluation results indicate an ordinal classification method to be the most efficient, whereas a typical SVM classifier also had acceptable results. On the other hand, using regression does not seem to be a good fit for this problem.

Concerning our methodology, we note that it provides interesting paths for future research. As our main purpose has been to provide a proof of concept, we have made certain assumptions as to the data and the model parameters. In specific, we selected open-source projects with multiple contributors, as these are representative of contemporary practice in software development. We have selected projects that do not exhibit class imbalance, and further assumed that task types with few occurrences are outliers and thus dropped the relevant tasks. Moreover, the size of the sliding window for the temporal characteristics was set arbitrarily upon experimentation; an interesting extension would be to set this value in a temporal manner (e.g. considering the tasks of the past month) or even according to the specifics/status of each project (e.g. maintenance periods have been shown to exhibit different characteristics from active development periods (Papamichail et al., 2019)). Finally, there is of course ample room for further research concerning the types of models involved as well as the way they are combined; e.g. one could employ a single model for all input variables (both textual and meta-data) or try using text embeddings and/or neural networks.

6 CONCLUSIONS

As software development is more and more becoming a collaborative process that is supported by project/task management systems, the need for automation is more imminent than ever. In this paper, we have described the challenge of task importance prediction, of which the automation can certainly save valuable time and effort during the software development process. As a proof of concept, our methodology has been proven effective for task importance prediction and has provided interesting points of discussion. Apart from illustrating the benefits of considering both textual and non-textual data, our results have moreover shown that the ordinal characteristics of the importance variable should be taken into account.

As future work, we plan to improve on all aspects of our methodology, while focusing on the challenges described in Section 5. In specific, concerning our data model, one could employ more information including not only the type and the assignee of each task, but also its labels, components, etc. Moreover, we could investigate the effectiveness of different modeling techniques (including e.g. text embeddings instead of the tf-idf vector space model) as well as different aggregation techniques (instead of averaging over the results of the classifiers). Other areas of focus include addressing the class imbalance that may be found in different projects as well as further experimenting on the importance prediction algorithms (e.g. by also evaluating an one-vs-many SVC or even testing other types of algorithms).
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