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Abstract: Ample research has been carried out in the area of collusion, plagiarism and e-learning. Collusion is a form of active cheating where two or more parties secretly or illegally cooperate. Collusion is at the root of common knowledge plagiarism. While plagiarism requires two or more entities to compare, collusion can be determined in isolation. It is also possible that collusion does not lead to positive plagiarism checks. It is therefore the aims of this preliminary study to: (i) identify the factors responsible for collusion in e-assessment (ii) determine the prominent factor that is representative of collusion and (iii) through user behaviour including, but not limited to, application switching time, determine collusion. Innometrics software was used to collect data in two compulsory exams (first one written and then oral) taken by the students. Discrepancies in the performance and grades of students in the two exams served as the ground truth in labelling possible collusion. We claim that user computer activities and application processes can help understand user behaviours in e-assessment. It is on this premise that we develop a machine learning model to predict collusion through user behaviour in e-assessment.

1 INTRODUCTION

e-Learning is nothing new. In a sense, the first presence of distance learning were already in place in the '50s of the previous century. Then, the advent of Internet in the '90s made it a common mechanism for delivering instruction (Succi and Spasojevic, 2000a; Succi and Spasojevic, 2000b) and it has been refined through the first decade of the present millennium (Di Cerbo et al., 2008a; Di Cerbo et al., 2008c; Di Cerbo et al., 2008b). In recent times, e-learning has become a necessity and its adoption has grown rapidly (Khomynakov et al., 2020; Yekini et al., 2020; Almaiah et al., 2020). This adoption unequivocally translates to an increase in e-assessment\(^1\) and in turn an increase in cheating (Mellar et al., 2018). Forms of cheating, collusion and plagiarism, are critical challenges that face the use of e-learning assessment (e-assessment) tool. There’s a high level of cheating reported from the survey of students from different countries (Bylieva et al., 2020).

Plagiarism is a widely popular term in e-learning. Different educational institutions have different meanings for the term in their academic misconduct policy or ethics memorandum. In this study, we introduce the term “plagiarism”, in the context of e-learning, as an illegal imitation or transfer of artistic or scientific work without information about its original work or author (Skalka and Drlik, 2009):

- turning in someone else’s work as your own,
- changing words but copying the sentence structure of colleagues,
- copying from online materials without citing the source,
- copying so many words or ideas from a source that it makes up the majority of your work, whether you give credit or not.

On the other hand, closely related to plagiarism is collusion. Collusion is also outlined in various policies within the area of academic misconduct and integrity. It is difficult to draw the line between collaboration and collusion (especially where group work is concerned). Collusion is the presentation by a student of an assessment task as his or her own which (Sutherland-Smith, 2013):

- in whole or in part is the result of unauthorised collaboration with another person/persons,
- is plagiarised due to inappropriate collaboration during group work,
is the product of two or more students working together without official authorization,
is a form of academic dishonesty (cheating).
In a university in the United Kingdom, 59 lecturers’ and 451 students’ understandings of plagiarism and collusion were compared by (Barrett and Cox, 2005) through a scenario-based questionnaire. They found that although generally there was a sound understanding of plagiarism by staff and students, the same could not be said of collusion. Their research illustrated that staff considered the issue of collusion much more problematic to resolve than that of plagiarism and that many staff believe that assessment is the primary way in which students learn’ so that a ‘blanket ban’ on collaboration is ‘unrealistic’. Detecting collusion could be manual or through some automated software proctoring or grader systems. Data mining has also been used to predict student’s cheating in online assessments, focusing not only on the student’s personality, perceptions, behaviors, stress situations, but also the professor’s teaching style (Ochoa and Wagholikar, 2006). (Chuang, 2015) proposed three possible non-verbal cues, time delay, visual focus of attention (VFOA), and affective state (facial expressions) as indicators of cheating in e-assessments. Video data streamed via each student’s webcam was collected and recorded through a proctoring application while students were taking the e-assessment. The study found that the impact of student’s delay time to answer a question, variation of a student’s head pose relative to the computer screen, and the student’s certainty rating (confusion) for the question has a significant statistical relation to cheating behaviors. There are many different ways students can collude. There are websites that allows student to submit exam questions (in cases of take-home exams), student having someone else take the test in-place, or communicating with other students over cellular (Moten et al., 2013). We focus only on user computer-based activities during e-assessment or online computer based tests (CBT). In essence, all possible collusion schemes (outside what user activity on a computer) like impersonation, non-digital cheating, or cellular calls, are not considered. All these schemes can be easily detected through video proctoring.

We explore a more sophisticated and unconventional route through machine learning models in predicting collusion based on user computer-based activity while taking an e-assessment (without any proctoring software like in (Chuang, 2015)). We collect data on the user processes and activities, on the computer, during the duration of the e-assessment. These includes actions like looking up answers on a website, chatting with colleagues online, pulling up materials online or on local computer, among others, which translates to user activities and running computer processes. With this data, we ran some data pre-processing steps and built different models on it. The contribution of this study is to test the hypothesis that the average time between switching application or processes is significantly related to collusion during e-assessment tasks taken by student.

Therefore, we define our research questions as follows:

**RQ1.** What are the factors responsible for collusion in e-learning? Our objective here is to report on finding the factors responsible for collusion in e-assessments.

**RQ2.** What is the prominent user behaviour that is representative of collusion? Our objective here is to determine which of the user behaviours from research is a good representation of collusion.

**RQ3.** Is user switching time between applications a sufficient indicator of collusion? Here, we look at one of many user behaviours representative of collusion and our objective is to determine if user switching time is a sufficient behaviour to predict collusion.

This paper is organized as follows. Section 2 presents the background theories of our investigation, and, in particular, Section 3 presents the non invasive measurement tool that we are analysing to collect the data. Section 4 presents our empirical analysis, and Section 5 reviews critically the results that we have obtained. Section 6 summarizes the results of our position, and draws some conclusion and outlines our future work in this area.

## 2 BACKGROUND

The problem of predicting collusion based on user computer-based activities will be treated strictly as a classification problem for simplicity. Similar to the approach taken in (Krouska et al., 2017), it would be best to perform a comparative analysis of three well-known classifiers, namely Logistic Regression\(^2\) (LR), Naïve Bayes\(^3\) (NB), Support Vector Machine\(^4\) (SVM), and \(k\)-Nearest Neighbors\(^5\) (\(k\)-NN).

Logistic regression has a wide range of applica-

\(^2\)https://en.wikipedia.org/wiki/Logistic_regression
\(^3\)https://en.wikipedia.org/wiki/Naive_Bayes_classifier
\(^4\)https://en.wikipedia.org/wiki/Support-vector_machine
\(^5\)https://en.wikipedia.org/wiki/KNN
tions and a very good baseline model is an important model for evaluating and investigating the relationships between one or more independent variables and a response variable. It can identify the effect of one variable while adjusting for other observable differences in relation to the target. A logistic regression model is typically estimated by ordinary least squares, which minimizes the differences between the observed sample values and the fitted values from the generalized linear model (1). The data set is applied on the logistic regression model to build a base model for classification. The general form of logistic regression model (2) is:

$$Z_i = \alpha + \beta_1 \text{freq\_processes}_i + \beta_2 \text{avg\_time\_per\_process}_i + \beta_3 \text{avg\_switching\_time}_i + \epsilon$$  

(1)

Generally

$$\Pr(\text{Cheat} = 1 \mid Z_i) = \frac{\exp(Z_i)}{1 + \exp(Z_i)}$$  

(2)

Naïve Bayes Classifier (4) is also a popular classifier like LR. It is known as one of the state of art techniques for many of different applications which makes this classifier useful and accurate in providing results (Zhang, 2004). It belongs to the group of probabilistic classifier because it uses the concept of Bayes’ theorem (3) for classifying the data with strong independence assumptions. Naïve Bayes algorithm can be used for binary classification as well the multi-label classification.

$$P(A \mid B) = \frac{P(B \mid A) \cdot P(A)}{P(B)}$$  

(3)

$$P(x_j \mid y) = \frac{1}{\sqrt{2\pi\sigma_j^2}} \exp\left(-\frac{(x_j - \mu_j)^2}{2\sigma_j^2}\right)$$  

(4)

Another choice of classifier is k-NN, which is a non-parametric classifier. Although this algorithm requires large amount of data to make more accurate predictions, we include it only as a proof of concept. In k-NN classification, the output is a class membership. An new sample data is classified based on majority vote of its neighbors and the sample assigned to the class most common among it’s k nearest neighbors (k is a positive integer, typically small). Given a positive integer k, k-nearest neighbors looks at the k observations closest to a sample observation x0 and estimates the conditional probability that it belongs to class j using the formula;

$$P(Y = j | X = x_0) = \frac{1}{k} \sum_{i \in D_k} I(y_i = j)$$  

(5)

Table 1: Common machine learning algorithms (classifiers).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>Regression model</td>
</tr>
<tr>
<td>k-Nearest Neighbor</td>
<td>Online based learning</td>
</tr>
<tr>
<td>Support Vector Machines</td>
<td>Supervised learning</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>Probabilistic learning</td>
</tr>
</tbody>
</table>

3 A SHORT INTRODUCTION TO INNOMETRICS

Innometrics is a non invasive tool that is aimed to record all the actions performed by the user from different points of view, in one hand, it can track which applications is being used, the time spend on it and classify it, and from another side it also possible to track all the background processes running at the user device and track the their resources utilization.

Therefore, by having the information collected by Innometrics, we have the opportunity to understand much better the tasks that the user is performing, the time that he has spent on it, the computer resources and to estimate of the amount of energy used.

4 EMPIRICAL ANALYSIS

The data used in this paper was extracted using Innometrics software during two online assessment exams, namely prefinal (written exam) and final (oral exam) taken by students of InnoPolis University in 2020 (Maurer et al., 1999; Vernazza et al., 2000; Sillitti et al., 2004; Scotto et al., 2004; Scotto et al., 2006; Sillitti et al., 2012; Janes and Succi, 2014; Coman et al., 2014). Preliminary exam took place before the final exam and students were required to participate in both exams. A total of 160 students participated in the course of the assessments. The data collection pro-

https://en.wikipedia.org/wiki/Kernel_method
cess was carried out in accordance to the ethics committee and parties involved have been undisclosed in this paper. The assessment exams are different for groups of student which introduces randomness into the data. In total, 91,396 non-unique user and non-user activities and 352,775 of non-unique running processes were collected in the duration of the assessment. Innometrics software was able to collect data only after given consent and permission by the student right before the assessment started.

The data points collected by the Innometrics software are user email, executable name, IP address, MAC address, process id, start and end time of activity, window/application title, status of activity (whether idle or not), type of desktop operating system and data collection time. All data were numerical except user email, executable name, window/application title, status of activity, and type of desktop operating system. Innometrics and its predecessors have been heavily used in empirical software engineering research, and this has been the cultural basis of this work (Marino and Succi, 1989; Valerio et al., 1997; Kivi et al., 2000; Succi et al., 2001b; Succi et al., 2001a; Sillitti et al., 2002; Succi et al., 2002; Musilek et al., 2002; Kovács et al., 2004; Paulson et al., 2004; Clark et al., 2004; Pedrycz and Succi, 2005; Ronchetti et al., 2006; Moser et al., 2008b; Moser et al., 2008a; Rossi et al., 2010; Petrinja et al., 2010; Corral et al., 2011; Pedrycz et al., 2011; Fitzgerald et al., 2011; Rossi et al., 2012; Pedrycz et al., 2012; Corral et al., 2013; Di Bella et al., 2013; Corral et al., 2014; Corral et al., 2015).

Also, students were graded after the assessments for both prefinal exam (written) and final exam (oral). Since colluding during the oral was near impossible, the discrepancies in performance and grades of students in both exams formed the ground truth in categorizing students into those who colluded and did not collude. Overall, three categories were formed based on two divisions as shown in Table 2. Division A or Cat-A are student with significantly decreasing grades between written and oral exams are likely cheaters and labeled accordingly. Students that fall in Division B do not have significant decrease in grades from written to oral exams. It is totally acceptable for students to have and increase in grade or performance from written to oral, which show additional preparation on students part. Students in Division B are labelled as non-cheaters. Division B is then further divided as shown in Table 2. Cat-B1 are students who got high grades in both exams and Cat-B2 are students who got average to low marks in which there’s no significant difference between written and oral grades.

### Table 2: Student categorization.

<table>
<thead>
<tr>
<th>Group</th>
<th>Category</th>
<th>Count</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Division A</td>
<td>Cat-A</td>
<td>33</td>
<td>Colluded</td>
</tr>
<tr>
<td>Division B</td>
<td>Cat-B1</td>
<td>85</td>
<td>No Collusion</td>
</tr>
<tr>
<td>Division B</td>
<td>Cat-B2</td>
<td>42</td>
<td>No Collusion</td>
</tr>
</tbody>
</table>

### Table 3: Features used in experiment sets.

<table>
<thead>
<tr>
<th>Exp. Set</th>
<th>Predictor(s)</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>devices, unique_processes, total_time_spent, avg_switching_time</td>
<td>cheated</td>
</tr>
<tr>
<td>Set B</td>
<td>avg_switching_time</td>
<td>cheated</td>
</tr>
</tbody>
</table>

### 4.1 Feature Selection and Engineering

The raw data was preprocessed to remove redundant or irrelevant features (all features except email, start time, MAC address, status of activity, process id, and end time). New features (no. of devices, no. unique processes, total time spent on test, and average switching time) were also engineered, using Spark SQL with pyspark library in Python. For the base generalized linear model, expected important window/application title feature was dropped for future works. The data was grouped by user email, IP address and MAC address and the following new features were engineered:

1. Number of devices used by user
2. Number of unique processes run during test
3. Total time spent during test
4. Average time spent per processes
5. Average switching time between processes

### 4.2 Results

We performed two separate sets of experiments using LR machine learning algorithm to classify students’ collusion or not based on confusion matrices. The first set of experiments used four predictors; no. of devices, no. unique processes, total time spent on test, and average switching time, and the second set used only one predictor - average switching time. The predictors and target for each experiment set is shown in Table 3.

We present precision, recall, and accuracy for all experiments. The result from Set A experiment is shown in Tables 4 while that of the Set B is shown in Tables 5. We used a train-test split of 30% (i.e. 70% for training dataset) for evaluating the model. We
used a 10-fold cross-validation to estimate the performance of the model on unseen data. We used default values for the parameter settings of the LR classifier. The LR classifier was used for the experiment out of other classifiers to serve as a baseline model for future works. For the Set A experiment, the accuracy of the model was 81% using test dataset and 80% using cross-validation. A difference was recorded between the f1-scores of test dataset (89%) and cross-validation (72%) which means that the model overfitted to that one group of data in the train-test split approach. Cross-validation f1-score is also high which means that the model is able to generalize well across varying datasets. In Set B experiment, the same trend is noticed between f1-scores of test dataset and cross-validation. The accuracy and f1-scores of the classifier using test dataset and cross-validation are very close.

The results of this current algorithm as shown in Table 6 provide the possibility of building a proctoring system that could flag suspicious students in remotely administered exams automatically. It shows that \textit{avg\_switching\_time} is indeed a significant predictor of collusion.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>0.05</td>
</tr>
<tr>
<td>(t)-table</td>
<td>3.642</td>
</tr>
<tr>
<td>(p)-value</td>
<td>0.01</td>
</tr>
<tr>
<td>(t)-statistic</td>
<td>3.522</td>
</tr>
<tr>
<td>(F)-statistic</td>
<td>12.40</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.06</td>
</tr>
</tbody>
</table>

### 4.3 Threats to Validity

Here, we discuss the threats to internal and external validity of our results.

#### 4.3.1 Internal Validity

Internal validity are the possible issues of our techniques or data acquisition that can lead to false results and imprecision. Here, we reveal potential sources of such problems.

In order to determine ground truth, student’s results from prefinal and final had to be compared to determine if the student colluded or not. This process is prone to human error and may not exactly depict whether the student colluded or not since no student was caught in the act.

#### 4.3.2 External Validity

External validity is the extent to which the conclusions of this study can be generalized. Here, we present the limitations of this study.

Collusion is highly consequential and repercussions are usually weighty. Therefore results from the model need to be re-validated against actual cases of collusion. Also, the preliminary results of the study cannot be generalized to cases of open-book e-assessment because students are allowed to access resources online which will lead to switching between applications more frequently.
5 DISCUSSION

There is an unclear understanding and agreement of what collusion is amongst students, instructors, fields of study, and institutions (Sutherland-Smith, 2013). In general, students value learning together, and personal qualities such as friendship and trust, above policy mandates on academic conduct. Therefore students may argue that they are ‘helping friends’ and collaborating as required by the university and do not see such actions as open to allegations of collusion (Ashworth et al., 1997). In a survey conducted (Sutton and Taylor, 2011) among 1038 respondents in relation to academic integrity and collusion, it was found from the responses that the major factors leading to collusion by student are trust, cooperation, information technology use, and conscientious working (RQ1). Some other factors found to be responsible for collusion are injustice (group-based emotions, group-based deprivation), collective identity (group identification and group action), and efficacy (unified effort and collective power) (Parks et al., 2020).

This preliminary study investigated user behaviors (specifically average time of switching processes) using data collected by Innometrics software and found that average time of switching between processes has a positive significant relationship for predicting collusion behaviors (RQ3). The results of this LR classifier as shown in Table 6 provide the possibility of building a proctoring system that could flag suspicious students in remotely administered exams automatically.

User switching time between applications is only one of many user behaviors strongly indicative of collusion while taking e-assessment task. Student delay time to answer a question and the student certainty rating for the question through a proctoring application through VFOA has been found to be a prominent user behaviour representative of cheating RQ2. Also, further processing of the user application window (or tab, in case of web browsers) title, collected by Innometrics software, can also be indicative of collusion.

6 CONCLUSIONS AND FURTHER WORK

In this preliminary study, we have found that indeed there is a positive relationship between user switching time between processes and collusion. This specific behavior is interesting and indeed is worth investigating further. It is noteworthy that this behavior in itself is insufficient in making a concrete or complete decision on collusion. There are other user behaviors that indeed contribute to detecting cheating behaviors during computer based assessments.

There are several limitations and open questions left in this study. The study of user behaviors during computer based assessment is broad with a lot of different variables or behaviors to consider. The result presented in section 5 shows a positive relationship between average switching time between processes and collusion. A high switching time positively indicates a high probability of cheating. Exploring the title of application processes and applying natural language processing will also be a great indication of collusion. While this study focuses on collusion, the results can be extended to plagiarism. We acknowledge that this is not a complete solution due to the limit in the amount of data and other important predictor variables not covered. It should be noted that the work herein predicts if a student exhibited behaviours (of which switching time between processes is one metric) related to collusion and does not indicate whether a student actually colluded or not. Finally, it would be interesting to determine if such differences in behaviour have an impact in the consumption of energy of the device that is being used, which is indeed one of the key goals of the Innometrics tool.
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