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Abstract: Keyword search systems provide users with a friendly alternative to access Resource Description Framework (RDF) datasets. The evaluation of such systems requires adequate benchmarks, consisting of RDF datasets and keyword queries, with their correct answers. However, the sets of correct answers such benchmarks provide for each query are often incomplete, mostly because they are manually built with experts’ help. The central contribution of this paper is an offline method that helps build RDF keyword search benchmarks automatically, leading to more complete sets of correct answers, called solution generators. The paper focuses on computing sets of generators and describes heuristics that circumvent the combinatorial nature of the problem. The paper then describes five benchmarks, constructed with the proposed method and based on three real datasets, DBpedia, IMDb, and Mondial, and two synthetic datasets, LUBM and BSBM. Finally, the paper compares the constructed benchmarks with keyword search benchmarks published in the literature.

1 INTRODUCTION

Keyword search is a very popular information discovery method because it allows naive users to retrieve information without any knowledge about schema details or query languages. The user specifies a few terms, called keywords, and it is up to the system to retrieve the documents, such as Web pages, that best match the keywords. Recently, keyword search applications designed for Resource Description Framework (RDF) datasets (or RDF graphs) have emerged.

Tools for keyword search over RDF datasets, or RDF-KwS tools, have three main tasks: (1) retrieve nodes in the RDF graph that the keywords specify; (2) discover how they are interrelated to compose complete answers; and (3) rank these answers (Menendez et al., 2019). Hence, answers for keyword searches over RDF datasets are not just sets of nodes but sets of nodes and paths between them, i.e., subgraphs of the dataset.

RDF-KwS tools are evaluated using benchmarks with sets of information needs and their respective lists of correct answers, possibly ordered, for a given dataset. Despite the many existing benchmarks for structured data, (Coffman and Weaver, 2010; Dosso and Silvello, 2020; Dubey et al., 2019; Trivedi et al., 2017) these benchmarks have at least three limitations when it comes to RDF-KwS: (1) they are frequently built for relational data; (2) they are incomplete in the sense that they do not cover many reasonable answers; and (3) they are not always publicly available.

To remedy the first limitation, some authors (García et al., 2017) adapted benchmarks originally developed for relational databases. However, the adaptation requires the triplification of relational databases and benchmark data, leading to problems while comparing different systems using different triplifications.

As an example of the incompleteness of existing benchmarks, consider the keyword query “Mauritius India”, which is Query 43 for the Mondial dataset in Coffman’s benchmark. The list of correct answers in the benchmark covers just the organizations that both countries belong to. However, there are other answers, which express the geographical relationship between Mauritius Islands and India, that should have been included in the list of correct answers. Incompleteness in this sense is a serious problem that is difficult to...
overcome in manually constructed benchmarks.

This paper overcomes these limitations by addressing the general problem of querying RDF datasets efficiently. It introduces a method for automatically constructing benchmarks that can be used to evaluate RDF keyword search systems. The paper describes an offline process designed to benefit from the combinatorial nature of the problem by adopting heuristics based on the concepts of seeds and solution generators, which are additional contributions of the paper.

The rest of this paper is organized as follows. Section 2 covers related work. Section 3 contains the required definitions. Section 4 overviews the proposed method. Section 5 describes the automatic generation of keyword queries. Section 6 details the generation of answers. Section 7 evaluates the proposed benchmark generation method. Finally, Section 8 contains the conclusions and suggestions for future work.

2 RELATED WORK

A crucial aspect of keyword search systems is their evaluation. In recent years, the research community has concentrated on evaluating keyword search systems over relational databases (Bast et al., 2016) and entity retrieval (Balog and Neumayer, 2013). Examples of relational benchmarks are the Coffman’s benchmark (Coffman and Weaver, 2010), that uses samples from Mondial, IMDb, and Wikipedia, and the Oliveira’s benchmark (Oliveira Filho, 2018), that uses Mondial, IMDb, DBLP, and Northwind.

Unfortunately, benchmarks to assess RDF keyword search systems are scarce (Dosso and Silvello, 2020). To remedy this situation, some authors (García et al., 2017) adapted relational benchmarks to RDF. However, this approach depends on the triplification of relational databases and does not easily induce complete sets of correct query answers (Izquierdo et al., 2018).

In fact, state-of-the-art RDF keyword search systems use different benchmarks, which are not always available, as shown in Table 1. For example, Dosso and Silvello (2020) described openly available benchmarks over three real datasets, LinkedMDB, IMDb, and a subset of DBpedia (Balog and Neumayer, 2013), and two synthetic databases, the Lehigh University Benchmark (LUBM) (Guo et al., 2005) and the Berlin SPARQL Benchmark (BSBM) (Bizer and Schultz, 2009). For IMDb, they defined 50 keyword queries and their correct translations to SPARQL queries. For DBpedia, the authors considered 50 topics from the classes QALD2_t-c and QALD2_t-o of the Question Answering over Linked Data (QALD) campaigns (http://lqald.aksw.org). For the synthetic databases, they used 14 SPARQL queries for LUBM and 13 SPARQL queries for BSBM. For all original SELECT queries from these datasets, Dosso and Silvello mapped these queries to SPARQL CONSTRUCT queries and produced their equivalent keyword queries.

3 DEFINITIONS

Recall that an RDF dataset is a set $\mathcal{T}$ of RDF triples $(s, p, o)$. Furthermore, recall that $\mathcal{T}$ is equivalent to an edge-labeled direct graph $G_{\mathcal{T}}$ such that the set of nodes of $G_{\mathcal{T}}$ is the set of RDF terms that occur as subject or object of the triples in $\mathcal{T}$ and there is an edge $(s, o)$ in $G_{\mathcal{T}}$, labeled with $p$, iff the triple $(s, p, o)$ occurs in $\mathcal{T}$.

Figure 1.a shows an RDF graph.

The resource graph induced by a subset $\mathcal{T}' \subseteq \mathcal{T}$ is the subgraph $\mathcal{R}_{G_{\mathcal{T}'}}$ of $G_{\mathcal{T}}$ obtained by dropping all literal nodes from $G_{\mathcal{T}}$. The nodes in $\mathcal{R}_{G_{\mathcal{T}'}}$ are the resources of $\mathcal{T}'$. The entity graph induced by a subset $\mathcal{T}' \subseteq \mathcal{T}$ is the subgraph $\mathcal{E}_{G_{\mathcal{T}'}}$ of $\mathcal{R}_{G_{\mathcal{T}'}}$ obtained by dropping all class and property nodes from $\mathcal{R}_{G_{\mathcal{T}'}}$. The nodes in $\mathcal{E}_{G_{\mathcal{T}'}}$ are the entities of $\mathcal{T}'$.

A set of triples $\mathcal{T}' \subseteq \mathcal{T}$ induces a path $\pi = (s_0, p_0, s_1, s_2, \ldots, s_n, p_n, s_{n+1})$ in $G_{\mathcal{T}}$ iff, for each $i \in [0, n]$, either $(s_i, p, s_{i+1}) \in \mathcal{T}'$ or $(s_{i+1}, p, s_i) \in \mathcal{T}'$. We also say that $(s_i, p, s_{i+1})$ (or $(s_{i+1}, p, s_i)$) occurs in $\pi$. Note that we assume that paths in $G_{\mathcal{T}}$ may traverse arcs in both directions. A path $\pi = (s_0, p_0, s_1, p_1, s_2, \ldots, s_n, p_n, s_{n+1})$ begins (resp. ends) on a resource $r$ iff $r = s_0$ or $r = p_0$ (resp. $r = s_{n+1}$ or $r = p_n$).

A keyword query, which represents an information need, is a set $\mathcal{K}$ of literals.

A triple $(s, p, o) \in \mathcal{T}$ is a matching triple for $\mathcal{K}$ iff $o$ is a string literal that matches at least one keyword in $\mathcal{K}$. We also say that $s$ is a matching resource for $\mathcal{K}$, the set $\mathcal{M}_s$ of all matching triples in $\mathcal{T}$ for $\mathcal{K}$ whose subject is $s$ is the set of matching triples of $s$ in $\mathcal{K}$, and the graph induced by $\mathcal{M}_s$ is the matching subgraph of $s$ in $G_{\mathcal{T}}$. Note that $s$ may occur as the subject, property, or object of a triple in $\mathcal{T}$, but $s$ is always the subject of...
Table 1: Summary of the benchmarks used in some state-of-the-arts keyword search systems.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Ref.</th>
<th>Year</th>
<th>Description of Benchmark Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPARK</td>
<td>(Zhou et al., 2007)*</td>
<td>2007</td>
<td>Database and keyword queries from Mooney Natural Language Learning Data</td>
</tr>
<tr>
<td>QUICK</td>
<td>(Zenz et al., 2009)*</td>
<td>2009</td>
<td>An initial set of queries was extracted from a query log of the AOL search engine. Then, the queries were pruned based on the visited URLs, obtaining 3,000 sample keyword queries for IMDBs and Lyrics Web pages. This process yielded 100 queries for IMDB, and 75 queries for Lyrics, consisting of 2–5 keywords.</td>
</tr>
<tr>
<td></td>
<td>(Tran et al., 2009)*</td>
<td>2009</td>
<td>DBLP, TAP (<a href="http://tap.stanford.edu">http://tap.stanford.edu</a>) and LUBM; 30 queries for DBLP, and 9 for TAP</td>
</tr>
<tr>
<td>(Coffman and Weaver, 2010)**</td>
<td></td>
<td></td>
<td>Samples of the Mondial, IMDB, and Wikipedia datasets; 50 queries for each dataset (not real user queries extracted from a search engine log).</td>
</tr>
<tr>
<td>(Elbassuoni and Blanco, 2011)*</td>
<td></td>
<td>2011</td>
<td>Datasets derived from the LibraryThing community and IMDB; and 15 queries for each dataset.</td>
</tr>
<tr>
<td>(Le et al., 2014)*</td>
<td></td>
<td>2014</td>
<td>Datasets: LUBM, Wordnet, BSBM, Barton and DBpedia Infobox. 12 Queries: 4 for LUBM, 2 for Wordnet, 2 for BSBM, 2 for Barton, 2 for DBpedia Infobox.</td>
</tr>
<tr>
<td>(Zeng et al., 2016)</td>
<td></td>
<td>2016</td>
<td>DBpedia and Yago; queries derived from QALD-4</td>
</tr>
<tr>
<td>(Han et al., 2017)</td>
<td></td>
<td>2017</td>
<td>DBpedia+QALD-6 and Freebase + Free917: an open QA benchmark which consists of NL question and answer pairs over Freebase.</td>
</tr>
<tr>
<td>QUIOW</td>
<td>(Izquierdo et al., 2018)</td>
<td>2018</td>
<td>Full versions of the Mondial and IMDB datasets, and queries from Coffman’s benchmark.</td>
</tr>
<tr>
<td></td>
<td>(Lin et al., 2018)</td>
<td>2018</td>
<td>LUBM, Wordnet, BSBM, Barton and DBpedia Infobox; 4 queries for LUBM, and 10 queries for the other datasets.</td>
</tr>
<tr>
<td>KAT</td>
<td>(Wen et al., 2018)</td>
<td>2018</td>
<td>VAGO, DBLP and LUBM; 9 queries for VAGO; 3 queries for DBLP; and 6 queries for LUBM.</td>
</tr>
<tr>
<td></td>
<td>(Rihany et al., 2018)</td>
<td>2018</td>
<td>AIFB and DBpedia; 10 queries for each dataset (the sizes of the queries were between 2 and 8 keywords).</td>
</tr>
<tr>
<td>QUIRA</td>
<td>(Menendez et al., 2019)</td>
<td>2019</td>
<td>Full versions of IMDB and MusicBrainz; 50 queries from Coffman’s benchmark for IMDB, and 25 queries from QALD-2 for MusicBrainz. Details available at <a href="https://sites.google.com/view/quira/">https://sites.google.com/view/quira/</a></td>
</tr>
<tr>
<td>TSA+BM25 and TSA+VDP</td>
<td>(Dosso and Silvello, 2020)</td>
<td>2020</td>
<td>Real datasets: LinkedMDB, IMDB, and a subset of DBPedia; 50 queries of Coffman’s benchmark for each dataset. Synthetic datasets: LUBM and BSBM; with 14 and 13 queries, respectively.</td>
</tr>
</tbody>
</table>

* Benchmark for evaluating keyword search systems over relational databases.
† Benchmark for evaluating keyword search systems over relational databases.

A set of triples $A \subseteq T$ is an answer for $K$ over $T$ iff $A$ can be partitioned into two subsets $A'$ and $A''$ such that: (i) $A'$ is the set of all matching triples for $K$ in $A$; let $R_A$ be the set of subjects of such triples; (ii) $R_A$, the resource graph induced by $A''$, is connected and contains all resources in $R_A$. Condition (i) captures keyword matches and Condition (ii) indicates that an answer must connect the matching resources by paths in $R_A$.

We also say that $R_A$ is the set of matching resources of $A$ and that $R_{A'}$ is the connectivity graph of $A$.

Figure 1 shows an RDF graph and three answers for the keyword query $M_S = \{"character","meryl","streep","movie","out","africa\}$. This definition of answer is less stringent than those introduced in (Bhalotia et al., 2002; Hristidis and Papakonstantinou, 2002; Kimelfeld and Sagiv, 2008) since it neither requires all keywords to be matched nor includes a minimality criterion. For later reference, we define that an answer $A$ for $K$ over $T$ is minimal iff there is no proper subset $B$ of $A$ such that $B$ is an answer for $K$ and $B$ and $A$ have the same set of matching resources.

Finally, we can informally state the RDF KwS-Problem as: “Given an RDF dataset $T$ and a keyword query $K$, find an answer $A$ for $K$ over $T$, preferably, with as many keyword matches as possible and with the smallest set of triples as possible”.

4 OVERVIEW OF THE METHOD

This section outlines the proposed method for the automatic construction of benchmarks for RDF datasets. Given an RDF dataset $T$, the key problems are how to automatically generate sets of keyword queries over $T$ and how to compute ranked lists of correct answers.
The induced graph of an RDF dataset $T$. (b) Answer $A_1$. (c) Answer $A_2$. (d) Answer $A_3$.

Figure 1: Example of an RDF graph and of three answers for the information need "character of Meryl Streep in the movie Out of Africa".

for these queries.

Let $T$ be a dataset and $\mathcal{E}_{G_T}$ be the entity graph induced by $T$.

The method starts by computing keyword queries, that is, sets of keywords, based on a set $I$ of inducing entities or inducers. First, it selects a set of inducers $I$ (see Section 5 for examples) and computes a neighborhood graph $G_N$ from $\mathcal{E}_{G_T}$, for each $i \in I$. The neighborhood graph is composed of the nodes and edges visited by a breadth-first walk of distance $d$ through the paths in $\mathcal{E}_{G_T}$, starting from $i$, where $d$ is a user-defined parameter. After that, the method enriches $G_N$ with the nodes and edges of $G_T$ that denote the classes of the entities in $\mathcal{C}$. The enriched graph is denoted $G_N$.

Then, it extracts from $T$ keyword queries (again, sets of keywords) from the string literal values of datatype properties of resources and edges in $\mathcal{C}$. Note that edges in $\mathcal{C}$ can be resources in $T$ with datatype properties. Since, by definition, answers are connected graphs, the neighborhood graph is an appropriate strategy to derive keywords.

Let $\mathcal{K}$ be a keyword query thus generated. Note that, although $\mathcal{K}$ has been extracted for a particular inducer $i \in I$, $\mathcal{K}$ may also be present in other subgraphs of $T$ that have no relationship with $i$, but that, according to the definition, can also be considered correct answers of $\mathcal{K}$. The inducers then have the only purpose of deriving keyword queries connected in at least $G_N$. This approach allows one to compute as many keyword queries are needed to create a benchmark.

The next step is to compute possible answers for $\mathcal{K}$. The method computes the complete set of matching resources for $\mathcal{K}$, called the set of seeds for $\mathcal{K}$, denoted $S_{\mathcal{K}}$. By the previous definitions, the set of matching resources of an answer $A$ for $\mathcal{K}$ must be a subset of $S_{\mathcal{K}}$. Preferably, answers should contain subsets of $S_{\mathcal{K}}$ that match all keywords in $\mathcal{K}$.

Consider the following example. Let "character of Meryl Streep in the movie Out of Africa" be an information need over the dataset $T$ of Figure 1.a. This information need can be translated to a keyword query $\mathcal{M} = \{\text{"character"}, \text{"meryl"}, \text{"streep"}, \text{"movie"}, \text{"out"}, \text{"africa"}\}$. The set of seeds for $\mathcal{M}$ is $S_{\mathcal{M}} = \{A,B,D,F,H\}$. Figures 1.b–d show the graphs induced by three possible answers for $\mathcal{M}$ containing subsets of $S_{\mathcal{M}}$. Intuitively, answer $A_1$ (Figure 1.b) is better than $A_2$ (Figure 1.c) and $A_3$ (Figure 1.d),
because \( \mathcal{A}_1 \) addresses what seems to be the query intention, which is to find the character played by the actress in the movie. Also, \( \mathcal{A}_1 \) matches 6 of the 6 keywords in \( \mathcal{M}_S \), while \( \mathcal{A}_2 \) and \( \mathcal{A}_3 \) match only 5 and 3 keywords, respectively. Note that, in \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \), but not in \( \mathcal{A}_3 \), keywords are not matched by more than one literal. Also note that the keywords “movie” and “character” are associated with elements of the schema, nodes \( B \) and \( H \).

This example illustrates two important characteristics of keyword queries and correct answers: keyword queries name existing resources and answers correlate these resources. In this example, “Meryl Streep”, “Out of Africa”, “character”, and “movie” are informal resource identifiers that represent an actress, a movie, the Character class, and the Movie class, respectively.

Let \( \mathcal{R} \subseteq \mathcal{S}_K \) be a subset of seeds. Assume that all seeds in \( \mathcal{R} \) belong to the same connected component of \( \mathcal{R}_G \), the resources graph induced by \( \mathcal{T} \). One can compute all possible answers whose matching resources are subsets of \( \mathcal{R} \) by computing all acyclic paths in \( \mathcal{R}_G \) between pairs of distinct nodes in \( \mathcal{R} \), combining them in all distinct ways to construct connected graphs containing all nodes in \( \mathcal{R} \), and adding the matching subgraphs for the seeds \( r \in \mathcal{R} \).

Consider the set of seeds \( \mathcal{R}_{M_S} = \{A,B,F,H\} \), for example. If one selects the paths \( B \leftarrow A \rightarrow G \rightarrow F \) and \( G \rightarrow H \) and adds the matching subgraphs \( A \rightarrow \text{“Out of Africa”} \), \( B \rightarrow \text{“Movie”} \), \( F \rightarrow \text{“Meryl Streep”} \), and \( H \rightarrow \text{“Character”} \), one will obtain the answer in Figure 1.b. If one selects the path \( B \leftarrow A \rightarrow F \leftarrow G \rightarrow H \) and adds the same matching subgraphs, one will obtain another valid answer (not shown in the figure).

Consider now the set of seeds \( \mathcal{R}''_{M_S} = \{A,B,F\} \). If one selects the path \( B \leftarrow A \rightarrow F \) and adds the matching subgraphs \( A \rightarrow \text{“Out of Africa”} \), \( B \rightarrow \text{“Movie”} \), and \( F \rightarrow \text{“Meryl Streep”} \), one will obtain the answer in Figure 1.c. If one selects a different path \( B \leftarrow A \rightarrow G \rightarrow F \), one will obtain yet another answer. In general, distinct path combinations may lead to distinct valid answers for the same set of seeds.

More precisely, let \( \mathcal{K} \) again be a keyword query and \( \mathcal{R} \subseteq \mathcal{S}_K \). Assume that all seeds in \( \mathcal{R} \) belong to the same connected component of \( \mathcal{R}_G \). A set of triples \( \mathcal{S}_G \subseteq \mathcal{T} \) is a solution generator for \( \mathcal{R} \) iff \( \mathcal{S}_G \) can be partitioned into two sets, \( \mathcal{S}_G' \) and \( \mathcal{S}_G'' \), such that: (i) \( \mathcal{S}_G' \) is the set of all matching triples of the resources in \( \mathcal{R} \); (ii) \( \mathcal{S}_G'' \) is the set of all triples that occur in paths in \( \mathcal{R}_G \) that begin and end on the seeds in \( \mathcal{R} \). We say that \( \mathcal{S}_G \) expresses an answer \( \mathcal{A} \) iff \( \mathcal{A} \subseteq \mathcal{S}_G \) and the set of matching resources of \( \mathcal{A} \) is \( \mathcal{R} \).

Figure 2 shows the solution generators for \( \mathcal{R}_{M_S} = \{A,B,D,F,H\} \) and \( \mathcal{R}'_{M_S} = \{A,B,F,H\} \). Note that, even though both \( \mathcal{R}_{M_S} \) and \( \mathcal{R}'_{M_S} \) cover all keywords, they are distinct and express distinct sets of answers.

A synthetic benchmark is then a triple \( s = (\mathcal{T}, \mathcal{Q}, \mathcal{A}_s) \) such that \( \mathcal{T} \) is an RDF dataset, \( \mathcal{Q} \) is a list of keyword queries, and \( \mathcal{A}_s \) contains, for each query in \( \mathcal{Q} \), a list of solution generators. Section 7 illustrates this concept.

However, computing all solution generators can be expensive, depending on the cardinality of \( \mathcal{S}_K \) and the number of paths between the seeds. We then propose to compute solution generators that capture only the most relevant answers. Fortunately, and unlike traditional Information Retrieval (IR) systems, the RDF KwS-Problem has some peculiarities that can be exploited to define optimization heuristics that can reduce the computational cost and also help rank solution generators.

The differences between traditional IR systems and
RDF-KwS systems stem from the fact that keywords which co-occur in a document may not convey the idea of keyword correlation. By contrast, an RDF subgraph connecting resources linked to these keywords is much more likely to be related to the intended meaning of the keyword query because resources are not connected by chance in an RDF graph, as it may be the case in a text document.

By assuming such differences, one can define some characteristics of good answers: the keywords must be connected as closely as possible, and answers must contain as many keywords as possible. Other features can be defined based on the number of resources in an answer and the co-occurrence of keywords among the literals. These features may guide the automatic computation of answers by helping prune the search space.

Section 6 discusses four heuristics to work around the complexity of the problem of computing solution generators, guided by five questions: (1) Are all seeds relevant?; (2) Are all paths between seeds relevant?; (3) Should we prefer answers that match more literals or answers that match fewer literals?; (4) Should we prefer answers in which literals in the keyword query occur in many seeds, or answers in which literals occur in only one seed?; (5) Should we prefer answers with many seeds or answers with fewer seeds?

5 GENERATING KEYWORD QUERIES

This section describes, with the help of examples, how to automatically generate sets of keyword queries for a given RDF dataset $T$.

An inducer function for $T$ is a function that maps $T$ into a set of resources of $T$, called inducers. Such function should follow requirements that are consistent with the benchmark’s purpose, i.e., it should select entities from the information domain in question and with appropriate relevance scores.

The relevance scores typically express users’ preferences and can be used to select entities and, consequently, induce relevant sets of keywords and their respective answers. They can also be used to challenge RDF-KwS systems by selecting less relevant resources and causing the opposite effect. For example, let $T$ be the Mondial RDF dataset. An inducers function for $T$ would select the top-$k$ and bottom-$k$ countries according to their infoRank score, which is a metric defined in (Menendez et al., 2019) that reflects the relevance of the resources.

The next step is to compute the neighborhood graph for each inducer. Figure 3.a shows a fragment of the neighborhood graph $G_{\text{India}}$ for the Country India, which is the 8th country with the largest infoRank score in the Mondial dataset. The grayed nodes are the classes of the entities and the symbol “…” close to the edges indicates that the corresponding property is multivalued. For the sake of conciseness, some paths of length 2 starting from India were omitted.

The 43rd query of Coffman’s benchmark for Mondial, $\mathcal{K}_{\text{Coff-43}} = \{\text{mauritius}, \text{"india"\} \},$ can be created by extracting the keywords from the datatype property name of the entities India and Mauritius in $G_{\text{India}}$. Figure 3.b shows the ground truth for $\mathcal{K}_{\text{Coff-43}}$ in the aforementioned benchmark.

The query generation process then consists in creating sets of keywords from $G_{\text{India}}$ and $T$. Let $G_{\text{India}}'$ be the maximally subgraph of $T$ containing all resources and properties in $\text{India}$. Note that $G_{\text{India}}'$ is equal to $G_{\text{India}}$ with additional property and literal nodes.

Let $TF-IDF(k)$ be the term-frequency-inverse-document-frequency score for each non stops word in the labels of literal nodes in $G_{\text{India}}$. One can then define sets of rules for generating keywords such as: (1) extract the top-$k$ words with largest $TF-IDF$ from literals of class resources; (2) extract the top-$k$ words with largest $TF-IDF$ from literals of property resources; (3) extract the top-$k$ words with largest $TF-IDF$ from literals of entity resources; (4) extract the top-$k$ words with largest $TF-IDF$ from literals of mixed resources. Note that $TF-IDF$ can be replaced by any other convenient score, such as BM25, that the set of rules must be defined ad hoc, and that the relevance score $TF-IDF$ can also be used likewise the $infoRank$ to challenge the RDF-KwS systems by allowing one to select less relevant words.

6 COMPUTING SOLUTION GENERATORS

This section addresses the computation of solution generators for keyword queries, through four heuristics to circumvent the complexity of the problem.

The first heuristic refers to the selection of the most relevant seeds. Assume that Lucene for Apache Jena Fuseki is the test search engine over RDF adopted. The Lucene score is a TF-IDF-based score that captures the relevance of property values with respect to the keywords. The full set of seeds of a keyword query can be obtained from the Lucene inverted index, which can be a large set. One could then limit this set to the top-$k$ resources according to the Lucene score, but the
resource labeled “Meryl Streep” would be the 7th entry in the ranked list of seeds and the resource labeled “Out of Africa” would be the 30th entry. If one took the top 30 resources in the ranking, the two seeds would be selected, but many other less relevant seeds would also be selected.

Let $\mathcal{K}$ be keyword query and $S_{\mathcal{K}}$ be the set of seeds of $\mathcal{K}$. We define the entity score of a seed $s \in S_{\mathcal{K}}$ with respect to $\mathcal{K}$ as:

$$es(s, \mathcal{K}) = \frac{1}{2} \left( \max_{v_j} \right. \left( \text{lucene}(s, v_j, \mathcal{K}) + \text{infoRank}(s) \right)$$

where $v_j$ is a string value such that there is a triple $(s, p, v_j) \in T$. The infoRank score (Menendez et al., 2019) reflects the relevance of $s$ to users. The entity score ranges in $[0, 1]$, since we used normalized versions of $\text{lucene}(s, v_j, \mathcal{K})$ and $\text{infoRank}(s)$. If a text search engine other than Lucene is adopted or a resource relevance measure other than infoRank is used, Eq. 1 should be adjusted accordingly.

By ranking the set of seeds of $\mathcal{K}$ according to the entity score, the resource labeled “Meryl Streep” would appear in the 1st position and the resource labeled with “Out of Africa” would appear in the 18th position.
The first heuristic is then to refine the set of seeds \( S_K \) to be the set \( \Sigma_K \) of the top-\( \sigma_2 \) elements of \( \{ s \in S_K | es(s, K) \geq \sigma_1 \} \) ordered in decreasing order of entity score, where \( \sigma_1 \) and \( \sigma_2 \) are thresholds empirically defined to optimize computing resources and match user’s preferences.

The threshold \( \sigma_1 \) defines a minimum seed entity score to speed up the Lucene engine, for practical reasons, and \( \sigma_2 \) effectively limits the number of selected seeds. By defining \( \sigma_1 = 0 \) and \( \sigma_2 = \infty \), one would select the full set of seeds. But, by defining \( \sigma_1 > 0 \) and \( \sigma_2 < \infty \) one can restrict the cardinality of \( 2^{|K|} \) and, consequently, the total number of paths to compute.

However, \( \Sigma_K \) may not cover all keywords in \( K \). We then compute another set \( \Sigma_K \) of matching resources, where \( \Sigma_K \) is the subset of \( K \) not matched by resources in \( \Sigma_K \), and repeat this procedure to extend \( \Sigma_K \) until no further keyword can be matched or \( \Sigma_K = \{ \} \). More precisely, for any \( K \subseteq K \), let \( S_{x} \) be the set of seeds in \( S_X \) that match keywords in \( K \). Let \( \mu(\sigma_1, \sigma_2)(\bar{K}, S_{x}) = \{ s \in S_X | es(s, K) \geq \sigma_1 \} \), and \( \tau(\sigma_1, \sigma_2)(\bar{K}, S_{x}) \) be the top-\( \sigma_2 \) elements of \( \mu(\sigma_1, \sigma_2)(\bar{K}, S_{x}) \), ordered by the entity score of the seeds.

Let \( (\bar{K}_0, \ldots, \bar{K}_N) \) be the longest sequence such that \( \bar{K}_0 = K \) and, for each \( i \in [1, N] \), \( \bar{K}_i \) is the set of keywords in \( K \) not matched by seeds in \( \tau(\sigma_1, \sigma_2)(\bar{K}_{i-1}, S_{x_{i-1}}) \) and \( \bar{K}_i \neq \emptyset \) and \( S_{x_{i-1}} \neq \emptyset \). Then, \( \Sigma_K \) is defined as

\[
\Sigma_K = \bigcup_{i=0}^{N} \tau(\sigma_1, \sigma_2)(\bar{K}_i, S_{x_i})
\]

The second heuristic refers to the selection of sets in \( 2^{|K|} \) for which one would compute the solution generators. This is done by scoring each \( R \in 2^{|K|} \) and selecting the top ranked ones based on four principles.

First, the set of matching keywords of \( R \) is the union of the set of keywords matched by each resource in \( R \); the sets \( R \) with largest number of keyword matchings are preferable and potentially would generate better answers. Second, the keywords should preferably match just a few seeds of an answer, because keywords identify entities. We assume that answers where keywords do not match more than one resource, such as those in Figures 1.b and 1.c, are more relevant. Nevertheless, as detailed later in this section, this constraint can be relaxed to allow answers such as that in Figure 1.d. Third, smaller answers, in terms of the number of seeds, are preferable over larger ones, since they are easier to understand. Lastly, not only small sets are preferable, but it is also necessary that their resources are the most relevant to users. Based on these principles, we define the following scores.

Let \( E \) be a set of resources. The coverage score of \( E \), denoted \( cs(E, K) \), measures the number of keywords in \( K \) matched by resources in \( E \); \( cs(E, K) = 1 \), if all keywords are matched, and \( cs(E, K) = 0 \), if no keyword is matched:

\[
cs(E, K) = \frac{\sum_{k \in E} \text{occur}(E, k)}{|K|}
\]

where \( \text{occur}(E, k) = 1 \), if some resource in \( E \) matches \( k \), and \( \text{occur}(E, k) = 0 \), otherwise.

The co-occurrence score of \( E \), denoted \( os(E, K) \), measures the repetition degree of keywords in \( K \) among resources in \( E \); \( os(E, K) = 1 \), if each keyword is matched by only one resource, and \( os(E) = 0 \), if all keywords are matched by all resources:

\[
os(E, K) = \frac{1 - f(E, K)}{|E| - 1}
\]

where \( f(E, K) \) is the average number of resources in \( E \) that match keywords in \( K \). Keywords not covered in \( E \) are not taken into account; \( os(E, K) \) is assumed to be 1, if the denominator is 0.

Let \( C \) be the collection of sets of resources considered. The size score w.r.t. \( C \), denoted \( ss(E) \), measures the relative size of \( E \); \( ss(E) = 1 \), if \( E \) is one of the smallest sets, and \( ss(E) = 0 \), if \( E \) is one of the largest sets:

\[
ss(E) = \frac{N - |E|}{N - 1}
\]

where \( N \) is the cardinality of the largest set in \( C \); \( ss(E, K) \) is assumed to be 1, if the denominator is 0.

The infoRank score of \( E \), denoted \( is(E) \), is the average infoRank value (Menendez et al., 2019) of the resources in \( E \):

\[
is(E) = \text{average}(\{ \text{infoRank}(s_i) | s_i \in E \})
\]

The second heuristic is then the refinement of the set \( 2^{|K|} \) by choosing only those \( R \in 2^{|K|} \) with better coverage, lower co-occurrence, fewer number of resources, and with more relevant nodes. Recall that a lower co-occurrence would favor answers such as those in Figures 1.b and 1.c, while allowing answers such as that in Figure 1.d. On the other hand, no co-occurrence \( (os(R, K) = 1) \) would allow answers such as those in Figures 1.b and 1.c only. The refinement is expressed by defining set \( \Pi_K \) as follows:

\[
\Pi_K = \{ R \in 2^{|K|} | cs(R, K) \geq \sigma_3 \land os(R, K) \geq \sigma_4 \land ss(R) \geq \sigma_5 \land is(R) \geq \sigma_6 \}
\]
be computed. The above scores can be redefined for subsets of triples $U \subseteq T$ by taking $E = E_U$, where $E_U$ is the set of all resources in $U$.

The third heuristic is to consider only paths between nodes with length less than or equal to a given limit $L$, say $L = 4$, to compute solution generators. In fact, as argued in Nunes et al. (2014), paths longer than 4 would express unusual relationships, which might be misinterpreted by users.

The fourth heuristic is to rank the solution generators in $\Pi_K$ according to their scores, following user needs. For example, if one ranks based only on the coverage and size then one may define a Boolean function “order” between solution generators as follows

\[
order(SG_1, SG_2) = \begin{cases} 
    cs(SG_1, K) \geq cs(SG_2, K), & \text{if } C \text{ holds} \\
    ss(SG_1, K) \geq ss(SG_2), & \text{otherwise} 
\end{cases}
\]

(8)

where $C$ is the condition $cs(SG_1, K) \neq cs(SG_2, K)$. Alternatively, one could rank solution generators by their average scores as in Eq. 9 to balance the losses and gains of each individual score:

\[
order(SG_1, SG_2) = \frac{1}{4}(cs(SG_2, K) + os(SG_2, K) + ss(SG_2) + is(SG_2))
\]

(9)

Eqs. 2, 7, 8, and 9 are in fact flexibilization points of the method. For example, instead of using the Lucene score in Eq. 1, one could use a keyword count, and instead of a selection in Eq. 7, one could use the top of the ranking of the sets $R \in 2^{\Sigma_MS}$ with the order function defined in Eq. 9. The method chosen will determine the set of solution generators that will be computed. The central contribution of this work lies, then, in using the peculiarities of RDF keyword search to define a process for optimizing the computation of solution generators.

Algorithm 1 embeds the proposed heuristics to reduce the cost of computing solution generators by disregarding the less relevant ones. It takes as input a keyword query $K$ and an RDF dataset $T$, and outputs a ranked list of solution generators according to the score function in Eq. 8. Lines 1 and 2 prepare the sets of nodes that will guide the computation of the solution generators according to Eqs. 2 and 7. Lines 4–12 compute solution generators for each set of seeds in $\Pi_K$. In lines 9–11, if the set of triples $SG$ computed for a set of seeds $R_e \in \Pi_K$ does not induce a connected graph $G'_{SG}$ (connectivity graph of $SG$), then $SG$ is discarded because, for each connected component $C_i$ of $G'_{SG}$, there is a strict subset $R_i$ of $R_e$ such that the set of triples computed for $R_i$ induces $C_i$.

**Algorithm 1:** Computes a ranked list of solution generators for a keyword query $K$ over an RDF dataset $T$.

**Require:** a keyword query $K$ and an RDF dataset $T$.

1. $\Sigma_K = \bigcup_{i=0}^{n} \{\sigma_1, \sigma_2\}(K, SG)$
2. $\Pi_K = \{R_e \in 2^{\Sigma_MS} | cs(R, K) \geq \sigma_1 \land os(R, K) \geq \sigma_3 \land ss(R, K) \geq \sigma_5 \land is(R, K) \geq \sigma_6\}$
3. $U = \{\}$
4. for all $R_e \in \Pi_K$ do
5. $SG = \{\}$
6. for all distinct unordered pairs of nodes $\{n_1, n_2\}$ such that $n_1, n_2 \in \Sigma_MS$ do
7. $SG = SG \cup \{(s, p, o) \in T | (s, p, o) \text{ is in a path with length} \leq 4 \text{ between } n_1 \text{ and } n_2\}$
8. end for
9. if $G'_{SG}$ is connected then
10. $U = U \cup \{SG\}$
11. end if
12. end for
13. Create $U'$ by ordering $U$ using the score function in Eq. 8
14. return $U'$

**7 EVALUATION OF THE BENCHMARK GENERATION METHOD**

This section addresses the key question of evaluating the proposed benchmark generation method. The evaluation concentrates on assessing the quality of the solution generators. An evaluation of the strategy to generate keyword queries is omitted due to space limitations.

The evaluation strategy goes as follows. Let $b = (\mathcal{D}, Q_b, A_b)$ be a baseline benchmark, where $\mathcal{D}$ is an RDF dataset, $Q_b$ is a set of keyword queries, and $A_b$ defines the correct answers for the queries in $Q_b$. The strategy is to construct a synthetic benchmark $s = (\mathcal{D}, Q_s, A_s)$ for the same dataset $\mathcal{D}$, using the proposed method, where $Q_b \cap Q_s \neq \emptyset$ and $A_s$ contains, for each keyword query in $Q_s$, a list of solution generators over $\mathcal{D}$, synthesized using an implementation of Algorithm 1. Then, for each keyword query in $Q_b \cap Q_s$, we compare the answers in $A_b$ with the solution generators in $A_s$, as explained in what follows, and this is the key point of the evaluation. Note that we have to guarantee that $Q_b \cap Q_s \neq \emptyset$ as otherwise the benchmark comparison would have a vacuous effect. In fact, rather than using the keyword query generation method discussed in Section 5, we manually selected keyword queries from the baseline benchmarks to include in the synthetic benchmarks, as discussed in what follows.
As baselines, we adopted a benchmark for RDF-KwS based on Coffman’s benchmark (Coffman and Weaver, 2010) and the Dosso’s benchmarks described in (Dosso and Silvello, 2020). Coffman’s benchmark was created to evaluate keyword search systems over relational databases, and is based on data and schemas of relational samples of IMDb, Mondial, and Wikipedia. For each database, it has 50 keyword queries and their correct answers. Dosso and Silvello (2020) used three real RDF datasets, LinkedMDB, IMDb, and DBpedia, and two synthetic RDF datasets, The Lehigh University Benchmark – LUMB, and The Berlin SPARQL Benchmark – BSBM.

As for the datasets, we chose triplifications of relational versions of the full Mondial and IMDb datasets, and not just samples as in Coffman’s benchmark, and the RDF datasets BSBM, LUMB, and DBpedia as defined in Dosso’s benchmark. For each such RDF dataset, we computed the infoRank scores.

We selected the keyword queries of the synthetic benchmarks as follows. Quite a few keyword queries in Coffman’s benchmark are simple queries in that their expected answers are single entities. Since these queries do not explore the complexity of the graph structure of the RDF datasets, we disregarded them for IMDb and Mondial. We used the keyword queries for BSBM, LUMB, and DBpedia as defined in Dosso’s benchmark. In total, we used 35 keyword queries for IMDb and 24 for Mondial, from Coffman’s benchmark, and 50 keyword queries for DBpedia, 14 for LUMB, and 13 for BSBM, from Dosso’s benchmark.

Finally, we ran an implementation of Algorithm 1 to obtain a list of solution generators, for each of the selected keyword queries. The parameters described in Section 6 were set as $\sigma_1 = 0$, $\sigma_2 = 5$, $\sigma_4 = 1.0$, $\sigma_5 = 0.5$, $\sigma_6 = 0.2$, $\sigma_6 = 0.2$, for all datasets.

The above process resulted in 5 synthetic benchmarks, for IMDb, Mondial, BSBM, LUMB, and DBpedia. The RDF datasets are available at https://doi.org/10.6084/m9.figshare.11347676.v3, and the implementation of Algorithm 1, the keyword queries, the solution generators, and statistics are available at https://doi.org/10.6084/m9.figshare.9943655.v12.

For each of the five RDF datasets, we now compare the baseline benchmark with the corresponding synthetic benchmark. Consider the following questions (where $\mathcal{K}$ is a keyword query of both the baseline benchmark and the corresponding synthetic benchmark, as explained above):

**Q1.** What is the total number $s_{\mathcal{K}}$ of answers expressed by the solution generators for $\mathcal{K}$ in the synthetic benchmark?

**Q2.** What is the total number $bs_{\mathcal{K}}$ of answers of $\mathcal{K}$, defined in the baseline benchmark, that are expressed by the solution generators for $\mathcal{K}$ in the synthetic benchmark?

**Q3.** What is the total number $sn_{\mathcal{K}}$ of answers expressed by the solution generators for $\mathcal{K}$ in the synthetic benchmark that are not defined in the baseline benchmark?

Let $B_{\mathcal{K}}$ be the set of answers for $\mathcal{K}$ defined in the baseline benchmark and $b_{\mathcal{K}} = |B_{\mathcal{K}}|$.

To address these questions, one has to compute the set $S_{\mathcal{K}}$ of answers for $\mathcal{K}$ that the solution generators for $\mathcal{K}$ express. It depends on the exact notion of answer one is adopting. For example, the set of minimal answers can be estimated by counting the minimal Steiner Trees (Oliveira et al., 2020; Dourado and de Oliveira, 2009) of a solution generator $S_G$ whose terminal nodes are the set of seeds of $S_G$. To compute $|B_{\mathcal{K}} \cap S_{\mathcal{K}}|$, one has to, for each answer $A \in B_{\mathcal{K}}$, if there is some solution generator for $\mathcal{K}$ that expresses $A$. Hence, we have that

- $s_{\mathcal{K}} = |S_{\mathcal{K}}|$
- $bs_{\mathcal{K}} = |B_{\mathcal{K}} \cap S_{\mathcal{K}}|$
- $sn_{\mathcal{K}} = |S_{\mathcal{K}}| - |B_{\mathcal{K}} \cap S_{\mathcal{K}}|$

Column #M of Table 2 shows the total number of minimal answers expressed by the solution generators for $\mathcal{K}$ that are not defined in the original benchmarks.

Q1 and Q2 lead to an interesting discussion. Consider that the baseline benchmarks are keyword search systems to be evaluated against the synthetic benchmarks. Then, one can compute the precision of the baseline benchmark for $\mathcal{K}$ against the equivalent synthetic benchmark as $p_{\mathcal{K}} = bs_{\mathcal{K}}/b_{\mathcal{K}}$. The larger $p_{\mathcal{K}}$ is, the larger will be the number of correct answers for $\mathcal{K}$ in the baseline benchmark, that the solution generators express. Likewise, one can compute the recall of the baseline benchmark for $\mathcal{K}$ against the equivalent synthetic benchmark as $r_{\mathcal{K}} = bs_{\mathcal{K}}/s_{\mathcal{K}}$.

Table 2 summarizes statistics for Mondial, IMDb, and DBpedia. For sample keyword queries (to save space), it shows the number of retrieved seeds, the precision values that the baseline benchmarks achieved, the number of solution generators obtained from the seeds, and the number of minimal answers expressed by the solution generators that are not defined in the baseline benchmarks. For example, for the keyword query $\mathcal{K} = \{\text{"niger", "country"}\}$ from Mondial, the algorithm selected four seeds: the country Niger, the province Niger, the river Niger, and the class Country. Then, it computed four solution generators: 1) with all seeds; 2) with all seeds, except the class Country; 3) with two seeds, the class Country and the node Niger, which is an instance of class Country; and 4) with only the class Country.
Table 2: Benchmarks statistics obtained for Mondial, IMDb, and DBpedia.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Sample Keyword Queries</th>
<th>#Seeds</th>
<th>Precision</th>
<th>#Sol. Generators</th>
<th>#M/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mondial</td>
<td>niger country</td>
<td>4</td>
<td>1.00</td>
<td>4</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>haiti religion</td>
<td>2</td>
<td>1.00</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>mongolia china</td>
<td>4</td>
<td>1.00</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>lebanon syria</td>
<td>5</td>
<td>1.00</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>poland cape verde organization</td>
<td>5</td>
<td>0.82</td>
<td>4</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>rhein germany province</td>
<td>5</td>
<td>0.50</td>
<td>2</td>
<td>82</td>
</tr>
<tr>
<td>OVERALL AVERAGE</td>
<td></td>
<td>0.91</td>
<td>5.00</td>
<td>184.83</td>
<td></td>
</tr>
<tr>
<td>IMDb</td>
<td>Johnny Depp Actor</td>
<td>5</td>
<td>1.00</td>
<td>12</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Will Smith Male</td>
<td>5</td>
<td>1.00</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Atticus Finch Movie</td>
<td>5</td>
<td>1.00</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>russell crowe gladiato character</td>
<td>5</td>
<td>0.50</td>
<td>11</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>sean connery ian fleming work</td>
<td>5</td>
<td>0.11</td>
<td>10</td>
<td>27</td>
</tr>
<tr>
<td>OVERALL AVERAGE</td>
<td></td>
<td>0.82</td>
<td>5.51</td>
<td>38.60</td>
<td></td>
</tr>
<tr>
<td>DBpedia</td>
<td>Captain America creator notable works</td>
<td>5</td>
<td>1.00</td>
<td>5</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Canada Capital</td>
<td>5</td>
<td>1.00</td>
<td>3</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>governor of Texas</td>
<td>5</td>
<td>1.00</td>
<td>5</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>francis ford coppola film director</td>
<td>5</td>
<td>1.00</td>
<td>11</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>mayor of new york city</td>
<td>5</td>
<td>0.00</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>NASA launchpad</td>
<td>5</td>
<td>0.00</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>OVERALL AVERAGE</td>
<td></td>
<td>0.58</td>
<td>8.22</td>
<td>91.86</td>
<td></td>
</tr>
</tbody>
</table>

The Overall Averages can be interpreted as the percentage of the correct answers, defined in the baseline benchmarks, that the solution generators express - 91% for Mondial, 52% for IMDb, and 58% for DBpedia - which is quite reasonable for synthetic benchmarks.

Finally, we remark that, for the synthetic datasets (BSBM and LUBM), Algorithm 1 found exactly the correct answers listed in Dosso’s benchmark.

8 CONCLUSIONS

One of the main issues in the development of RDF keyword search algorithms is the lack of appropriate benchmarks. This paper then proposed an offline method to construct benchmarks for RDF keyword search algorithms. The method automatically specifies sets of keyword queries and their correct answers over a given RDF dataset. It circumvents the combinatorial nature of generating correct answers by pruning the search space, following four heuristics based on the concepts of seeds and solution generators. The proposed heuristics introduce flexibilization points of the method that enable the construction of different benchmarks according to the purpose.

The paper proceeded to describe synthetic benchmarks for IMDb, Mondial, BSBM, LUBM, and DBpedia. The experiments compared the synthetic benchmarks with baseline benchmarks, and showed that the solution generators obtained express the majority of the correct answers defined in the baseline benchmarks, but express many more answers, for the datasets with real data, IMDb, Mondial, and DBpedia, and express exactly the answers defined for the synthetic datasets, BSBM and LUBM.

As future work, we plan to fine-tune Algorithm 1 to improve the results summarized in Table 2. We also plan to modify the proposed method to construct training datasets with Natural Language queries over complex RDF datasets.
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