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Abstract: This paper aims at presenting the on-line non-iterative form of Bayesian mixture estimation. The model used is composed of a set of sub-models (components) and an estimated pointer variable that currently indicates the active component. The estimation is built on an approximated Bayes rule using weighted measured data. The weights are derived from the so-called proximity of measured data entries to individual components. The basis for the generation of the weights are integrated likelihood functions with the inserted point estimates of the component parameters. One of the main advantages of the presented data analysis method is a possibility of a simple incorporation of the available prior knowledge. Simple examples with a programming code as well as results of experiments with real data are demonstrated. The main goal of this paper is to provide clear description of the Bayesian estimation method based on the approximated likelihood functions, called proximities.

1 INTRODUCTION

Modeling is an important part of data analysis. It can be said that there are two main directions the data analysis aims at. The first one looks for the on-line prediction of data based on the already measured historical ones. Usually, the output variable is to be predicted depending on its older values and other explanatory variables which can be currently measured. A dynamic model, e.g., of a regression type, must be constructed and mostly also estimated in an on-line way. Here, the task is to determine the value of the output in a future time instant.

The second data analysis direction is interested in working modes of a system rather than in the values of the data themselves. In this direction, classes of similar data are constructed and the newly coming data records are classified to them, i.e., a class to which the data record belongs is estimated. The question here can be, for example, what severity of a traffic accident we can expect if the surrounding circumstances are like those just measured.

There are well known methods which can do these tasks. The most famous methods for clustering are e.g., k-means and its variants (Jin and Han, 2011; Kanungo et al., 2002; Likas et al., 2003), fuzzy clustering (De Oliveira and Pedrycz, 2007; Panda et al., 2012), DBSCAN (Kumar and Reddy, 2016) and hierarchical clustering (Nielsen, 2016; Ward Jr, 1963). For classification, one can use e.g., neural networks, decision trees, logistic regression (Maimon and Rokach, 2005; Kaufman and Rousseeuw, 1990) or genetic algorithms (Perkopp and Bouchaffra, 2005). However, all the mentioned tasks can be also solved using estimation of a mixture model. Its iterative version called the EM algorithm (Bilmes, 1998) is also well known.

In this area, methods of mixture estimation based on the Bayesian principles play an important role. One of them, called Quasi-Bayes, has been developed in (Kárný et al., 1998) followed by (Kárný et al., 2006). Following this research, several other methods have been suggested, mostly for different models of the components exploited (Nagy et al., 2011; Nagy and Suzdaleva, 2013; Nagy et al., 2017; Suzdaleva et al., 2017; Suzdaleva and Nagy, 2019), etc. They bring a considerable simplification of the estimating algorithm. The core of the last of them is the use of the proximity of the measured data record to a distribution (the model of a specific working point of the analyzed system).
This paper tries to explain the nature and the functionality of the proximity introduced in (Nagy et al., 2016; Nagy and Suzdaleva, 2017) as simply as possible. It also presents the simplest possible form of the whole mixture estimation algorithm, based on the proximity, with the hope it will be fully understood even in its program form.

The paper is organized as follows. The first part is devoted to the link between the density function of a random variable and its realizations. Here, it is stressed that in the same way as realizations lie near the top of the density function, it is possible to say that the nearer the realization lies to the top of the density function, it is possible to say that the top of the density estimated from the actual data, the higher is the probability that it belongs to it. If it is very far from it, we can conclude that it belongs to another probability density. If in Figure 1 the data \( y_1 \) up to \( y_6 \) have been used for estimation of the depicted density function, then we can assume \( y_7 \) to come from some other distribution.

2 PRELIMINARIES

2.1 Density Function and Its Realizations

Let us have a scalar normally distributed random variable \( y \) with the known expectation \( \mu \) and variance \( r = 1 \):

\[
f(y|\mu) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(y-\mu)^2}{2\sigma^2}}
\]

Now, let us generate values \( y_1, y_2, \ldots \) from this distribution. An example of such situation is depicted in Figure 1. Here we can see the normal distribution and several values generated from it (the up arrows). According to the nature of the stochastic principles, the densest are the values near to the top of the density function. The larger is their distance from the top, the smaller is the probability of generating such a value. In Figure 1, the value \( y_3 \) is in a position where the occurrence of the values is rare and the value \( y_7 \) is so far that we can suppose that it has been generated from some other density function whose expectation lies somewhere to the right of our one.

The same can be said about measured values. If the value is near the top of the density estimated from the past data, we can assume it belongs to it. The more remote is the value position from the density, the less is the probability that it belongs to it. If it is very far from it, we can conclude that it belongs to another probability density. If in Figure 1 the data \( y_1 \) up to \( y_6 \) have been used for estimation of the depicted density function, then we can assume \( y_7 \) to come from some other distribution.

2.2 Likelihood

Likelihood is the most important and frequently used tool for estimation. It is also a part of the posterior density produced by the application of the Bayes rule, see, e.g., (Kárný et al., 1998; Kárný et al., 2006).

For a model \( f(y|\Theta) \) with the parameters \( \Theta \) and the measured dataset \( D = \{y_1, y_2, \ldots, y_T\} \), the likelihood \( L_t(\Theta) \) is defined as a function of \( \Theta \) and data \( D \) with independent samples

\[
L_t(\Theta) = \prod_{\tau=1}^{T} f(y_\tau|\Theta),
\]

in the theory of estimation taken as a function of \( \Theta \). However, it can be interpreted also as a function of actual data \( y_\tau \). We can write

\[
L_t(\Theta, y_\tau) = \prod_{\tau=1}^{T} f(y_\tau|\Theta) = f(y_\tau|\Theta) \prod_{\tau=1}^{T} f(y_\tau|\Theta),
\]

where now \( y_\tau \) is taken as still unmeasured data entry and the rest of values \( \{y_1, y_2, \ldots, y_{\tau-1}\} \) as already measured and \( \hat{L} \) denotes the modified view of the likelihood.

If we take an integral of \( \hat{L} \) over all possible values of \( \Theta \), denoted by \( \Theta^* \), we obtain

\[
\int_{\Theta^*} f(y_\tau|\Theta) \prod_{\tau=1}^{T} f(y_\tau|\Theta) d\Theta = f(y_\tau|y_{\tau-1}, y_{\tau-2}, \ldots, y_1),
\]

which is the predictive probability density function of the actual data \( y_\tau \).

Thus, we can state:

- \( L_t(\Theta) \) serves for the estimation of the parameter \( \Theta \) (the likelihood) and
- \( f_\Theta, L_t(\Theta) d\Theta \) is the predictive density function for the modeled variable \( y \) (the integrated likelihood) (Kárný et al., 2006).
2.2.1 Use of Likelihood for Parameter Estimation

We can show the sense of the likelihood as an estimator of the unknown parameter with the help of the following example.

Let us have a scalar normal random variable \( y \) with the probability density function (denoted by pdf) \( f(y|\Theta) \) with the known variance \( r = 1 \) and unknown expectation \( \Theta = \mu \). For the measured data \( \{y_1,y_2,\cdots,y_t\} \), we can draw the distributions involved in the likelihood as functions of parameters in Figure 2. As it is known and can be guessed from the figure, their product gives a distribution, which lies in the position of the average value taken as the point estimate for this case. Moreover, due to the properties of the distribution, the product will be a very narrow function, and the more narrow it is, the more data are involved. So, the precision of the estimate grows with the increasing number of data.

![Figure 2: The product of the distributions involved in the likelihood.](image)

2.2.2 Use of Likelihood for Prediction

The integrated likelihood taken as a function of the actual data value \( y_t \) is the prediction which can be taken as a measure of the closeness of a measured value to the predictive density function based on the model from which the likelihood has been produced. This is demonstrated in Figure 3.

![Figure 3: The distribution of normal random variable in a role of predictor.](image)

2.3 Proximity

The proximity is defined as the integrated likelihood (Kárný et al., 2006) with the inserted value of the actual data record \( y_t \) and actual point estimates of the parameters \( \hat{\Theta}_{t-1} \). It measures a kind of a distance of \( y_t \) from the estimated predictive pdf, which characterizes the model of \( y_t \). In other words, we can say that the proximity measures the distance of the measured data entry to the model of the output variable \( y_t \). We can demonstrate its derivation as follows.

As we have said, the integrated likelihood (predictive pdf) has the form

\[
f(y_t|y_{t-1},y_{t-2},\cdots,y_1) = \int_{\Theta} f(y_t|\Theta) \prod_{\tau=1}^{t-1} f(y_\tau|\Theta) d\Theta,
\]

where \( f(y_\tau|\Theta) \) is the model and \( \prod_{\tau=1}^{t-1} f(y_\tau|\Theta) \) is the likelihood \( L_{t-1}(\Theta) \) for “past” data up to time \( t-1 \). Using the Maximum Likelihood Estimate (MLE), the point estimate \( \hat{\Theta}_{t-1} \) of \( \Theta \) is the argument of maximum of the likelihood. Moreover, it is known that for a sufficient amount of informative data it is a very slim function. To avoid problems with the integration, we replace the likelihood by a Dirac function

\[
L_{t-1}(\Theta) \rightarrow \delta(\Theta - \hat{\Theta}_{t-1}),
\]

where \( \delta(x-a) \) is nonzero only for \( x=a \) and according to (Temple, 1955)

\[
\int_{-\infty}^{\infty} \delta(a-b) \, da = 1.
\]

For this function it holds (Kanwal,1998)

\[
\int_{-\infty}^{\infty} f(x) \delta(x-a) \, dx = f(a).
\]

Now, when we substitute Dirac function \( \delta(\Theta - \hat{\Theta}_{t-1}) \) for the likelihood in (5), we obtain the formula for the proximity \( q_t \)

\[
q_t = \int_{\Theta} f(y_t|\Theta) \delta(\Theta - \hat{\Theta}_{t-1}) \, d\Theta = f(y_t|\hat{\Theta}_{t-1}).
\]

Its properties fully follow from the above considerations.

Note, the old data are hidden in the estimate \( \hat{\Theta}_{t-1} \).
3 BAYESIAN VIEW OF MIXTURE ESTIMATION

Mixture models (Bouguila and Fan, 2020; McNicholas, 2020; Nagy et al., 2011; Nagy and Suzdalova, 2017) are used for a description of multimodal data, i.e., data produced by a system that exists in several working points. Each working point has its own model called the component and a model that describes switching of these components.

3.1 Model

A mixture model with static components consists of:

1. A set of ordinary models (components)
   \[ f_i(y_t|\Theta_i), \quad i = 1, 2, \cdots, n_c, \]
   with \( y_t \) the modeled variable and \( \Theta_i \) the parameter of the \( i \)-th component. They can be arbitrary models for which a recursive estimation of parameters exists, which are mostly models from the exponential family. Here, we will assume them to be static Gaussian models in the \( m \)-dimensional space (here, \( m \) will be equal to one).

2. A pointer model, which is a categorical model for a discrete variable called the pointer (Kárný et al., 1998). The pointer value at time \( t \) indicates the active component, which generates the current data. The pointer model has the form
   \[ f(c_t|\alpha) = \alpha_{c_t}, \]
   where \( c_t \) denotes the pointer variable at time \( t \) and the parameter \( \alpha \) is a vector of probabilities such that \( \alpha_i \geq 0 \) for all \( i \) and \( \sum_{i=1}^{n_c} \alpha_i = 1 \).

3.2 Estimation of the Component Parameters

There are two different views on how the mixture models work:

1. The switching of the components is known or the components are not overlapping, so that we can measure the switching.

2. The switching is not known and has to be estimated on the basis of data coming from the individual working modes that are overlapping, which makes the estimation unambiguous. All of the components can be active at the same time, each with its own probability.

The first case is simple and easy to deal with. Each time instant, knowing exactly the active component, we fully update its statistics and compute the point estimates of its model parameters. All other components stay unchanged.

3.2.1 Example

For static normal components \( f_i(y_t|\mu) \) with the known variance and scalar modeled variable, the parameter \( \mu \) is the expectation. It is well known, that the optimal estimate of the expectation is the sample average that is defined as a sum of measured outputs divided by their number. That is why we can choose the statistics as follows: \( S_n \), which is the sum of measured outputs and \( n_t \), which is their number. Each component will have these two statistics. Their online update can be written in the following form

\[ S_{n,t} = S_{n,t-1} + y_t, \quad (11) \]
\[ n_{n,t} = n_{n,t-1} + 1, \quad (12) \]

where \( c_t \) is the measured (known) label of the active component at time \( t \).

The second case is more complicated, but also much more realistic in applications. The basic problem in this case is the estimation of the weights \( w_t \) determining the probabilities of the membership of the measured data item \( y_t \) to individual components. These weights are practically given by the normalized proximities of \( y_t \) to the currently estimated components.

Remarks.

1. Actually, the weights are given not only by proximities, but the proximities are decisive and can be taken as the only factor for the construction of the weights.

2. For determining proximities, we need the parameter point estimates (see (9)). It means that what we perform is the point estimation.

From the theoretical derivation it follows that the estimation of the individual components is similar to that for single models (11)-(12). The only difference is that the statistics of all the components are updated and the actual data added to these statistics are weighted by the corresponding entry of the weighting vector \( w_t \).

3.2.2 Example

For the situation introduced in the previous example, the update of the component statistics can be derived similarly to (Kárný et al., 1998; Kárný et al., 2006) as follows:

\[ S_{i,t} = S_{i,t-1} + w_{i,t} y_t, \quad (13) \]
\[ n_{i,t} = n_{i,t-1} + w_{i,t} \]

for all \( i = 1, 2, \cdots, n_c \). A result, the measured data go to each component with the ratio corresponding to the probability they belong to it.
Remark. In addition to the estimation of components, the pointer model should also be estimated, see (Kárný et al., 1998; Kárný et al., 2006). However, its importance is negligible and the whole pointer model estimation can be omitted.

3.3 Algorithm of Mixture Estimation

The algorithm of the mixture estimation takes the following form:

Initialization:
1. Set the number of components $n_c$.
2. Set the initial components $f_i(y_t | \Theta_i), i = 1, 2, \cdots, n_c$. Here, they are scalar static Gaussian models with the known variance and initial expectation $\hat{\Theta}_0 = \hat{\mu}_0$.
3. Set the initial statistics for the component estimation corresponding to the initial parameters. Here, $S_0$ denotes the vector of the initial sums of the prior values of $y_t$ in the individual components and $n_0$ is the vector of the corresponding initial numbers of prior data. They can be set according to the expert knowledge.

Time loop:
For $t = 1, 2, \cdots, N$
1. Measure the current data $y_t$.
2. Construct the weighting vector $w_t$:
   (a) Compute the proximities $q_i = f_i(y_t | \hat{\Theta}_i)$.
   (b) Normalize the proximities
   \[ w_t = \frac{q_1, q_2, \cdots, q_{n_c}}{\sum_{i=1}^{n_c} q_i}. \] (15)
3. Perform the update of the component statistics
   \[ S_{id} = S_{id-1} + w_{id} y_t, \] (16)
   \[ n_{id} = n_{id-1} + w_{id}. \] (17)
4. Compute the point estimates of the expectations
   \[ \hat{\mu}_{id} = \frac{S_{id}}{n_{id}}. \] (18)
5. For the case of classification, determine the actual component
   \[ \hat{c}_t = \arg\max(w_t). \] (19)
end

3.4 Program for Estimation of Normal Static Components

A code of the mixture estimation algorithm implemented in a programming free and open source environment Scilab (www.scilab.org) is presented below.

```matlab
// Estimation of a simple mixture
// ---------------------------------
clc, clear, close, mode(0)
N=500;
pS=[.5 .2 .3];
mS=[2 5 7];

for t=1:N
    cS(t)=sum(rand(1,1,'u')>cumsum(pS))+1;
y(t)=mS(cS(t))+.6*rand(1,1,'n');
end

S=[4 5 6]; n=[1 1 1];
m=S./n; nc=length(S);
for t=1:N
    for j=1:nc // proximity
        q(j)=exp(-.5*(y(t)-m(j))^2);
    end
    w=q/sum(q); // weights
    [xxx,c(t)]=max(w);
    for j=1:nc // statistics
        S(j)=S(j)+w(j)*y(t); // update
        n(j)=n(j)+w(j);
        m(j)=S(j)/n(j); // point estimate
    end
end
acc=sum(cS==c)/N // accuracy
```

The presented program simulates the data and performs the mixture estimation with them. A histogram of the data is given in Figure 4. With the simulations used, the resulting accuracy $Acc$ computed as a ratio of true classifications is

$$ Acc = 0.958. $$

4 EXPERIMENTS

The experiments with the aim to demonstrate properties of the mixture estimation are performed using the data measured on a driven car. The independent variables are “speed” [km/h] of the car and engine “torque” [N·m], while the modeled variable is the fuel
“consumption” \([\text{ml/km}]\). These data are very suitable for our case as they are naturally multimodal. Negative torque means breaking by engine, zero torque implies idling. The speed 50, 90, 130 \([\text{km/h}]\) represents driving in a town, out of a town and on motorway respectively and both high torque and speed occur mostly during driving. All these modes can be clearly visible as the data clusters in Figure 5. The dataset contains 7000 items measured with the period 2 s.

The experiments present two types of use of the mixture model. The first one is designed for the unsupervised clustering just looking for data clusters, while the second one performs supervised learning for the classification.

4.1 Clustering in Data Space

Here, we use a static model with two dimensional modeled variable \(x_t = [x_1, x_2]' = [\text{speed, torque}]\). The models of the components have the form

\[
x_t = \theta_{c_t} + e_{c_t}\tag{20}
\]

which are the Gaussian distributions with the noise \(e_{c_t}\) and parameters \(\theta_{c_t}\) in the two-dimensional space \(x_1 \times x_2\). The index \(c_t\) denotes the current working mode of the system.

Before the estimation starts, we need to determine the prior centers of the components (i.e., their expectations), their width (i.e., the covariance matrices) and corresponding prior statistics. They can be easily guessed from the data clusters obtained in a \(x_1-x_2\)-graph of the variables \(x_1\) and \(x_2\) — see Figure 5 (cyan dots). All 7000 samples have been used for clustering.

The result of the experiments is shown in Figure 5.

The initial centers have been set manually according to the appearance of the clusters. Even if the initial positions can look ideal, it seems that their really ideal positions are slightly shifted. In the case of more explanatory variables the task of initialization is much more difficult (but very important).

4.2 Estimation of Fuel Consumption

Here, the previous variables “speed” \((x_1)\) and “torque” \((x_2)\) are used as the measured independent ones and the variable \(y\) “consumption” takes the role of the model output. The component models for \(c_t = 1, 2, \ldots, 6\) are

\[
y_t = \theta_{1,c_t} x_{1,t} + \theta_{2,c_t} x_{2,t} + e_{c_t}\tag{21}
\]

Now, we work at the three-dimensional space. The bottom plane with clusters is the data \([\text{speed, torque}]'\) and each point in this plane is assigned by the specific value of the consumption. This dependence is modeled locally in each cluster (given by the corresponding component) by the component model.

For the experiments, 5500 samples have been used for learning and 1500 samples for testing. The result of the experiments in the form of the output prediction is depicted in Figure 6.

It can be seen, that the prediction corresponds to the measured values. For numerical evaluation of the result, we use the relative prediction error

\[
RPE = \frac{\text{vax}(y - yp)}{\text{vax}(y)}
\]

defined as the variance of the prediction error \(y - yp\) divided by the variance of the output.
Figure 6: The testing part of the fuel consumption (blue) and its prediction (green).

Table 1: Comparison of the results for mixture estimation and other selected methods.

<table>
<thead>
<tr>
<th>method</th>
<th>RPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixture model</td>
<td>0.0055</td>
</tr>
<tr>
<td>EM algorithm</td>
<td>0.0057</td>
</tr>
<tr>
<td>Neural networks</td>
<td>0.217</td>
</tr>
<tr>
<td>Linear regression</td>
<td>0.174</td>
</tr>
<tr>
<td>3rd order regression</td>
<td>0.138</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.129</td>
</tr>
</tbody>
</table>

Even if the goal of the paper is not competitive but only explanatory, we have performed a comparison with several other methods. The Knime Analytics Platform (https://www.knime.com) has been used for the experiments. The results of the experiment for the mixture model and other selected methods are in Table 1. However, it is necessary to mention that only EM algorithm is directly comparable with mixture estimation method. The rest of them do not take into account the data multimodality.

The results confirm advantages of the local modeling and predicting.

5 CONCLUSIONS

The paper explains the basic features of the mixture estimation based on proximities - the approximated integrals of component likelihood functions. It presents the basic notions and hopefully clearly explains the notion of proximity, which simplifies the estimation algorithm considerably.

The further development of the theory will concentrate on a possibility of using various distributions for mixture components, especially in connection with specific data samples coming from practical applications.
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