
Mitigating Privacy Concerns by Developing Trust-related Software
Features for a Hybrid Social Media Application

Angela Borchert1, Aidmar Wainakh2, Nicole Krämer3, Max Mühlhäuser2 and Maritta Heisel1
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Abstract: As the past has shown, many providers of social media services consistently demonstrate an insufficient
commitment to user privacy. This has led to an increase in users’ privacy concerns. Several privacy-preserving
alternatives were proposed in the research community and the market. However, these platforms face the
challenges of proving and demonstrating that users’ privacy concerns are addressed within their scope as well
as gaining users’ trust. In this work, we mitigate privacy concerns and enhance the trustworthiness of privacy-
preserving social media, in particular a hybrid social media application. For that, we develop trust-related
software features elicited with the TrustSoFt method. We evaluate the impact of the specified features on the
privacy concerns as well as on the trustworthiness of the examined application by conducting an extensive user
study. Furthermore, we analyze the relationships between information privacy concerns, trusting beliefs, risk
beliefs, and willingness to use in the context of hybrid social media. Results reveal the special importance of
addressing particular concerns, such as “Awareness of Privacy Practices”.

1 INTRODUCTION

In today’s society, social media is one of the essential
means of communication. People use it for online
self-presentation, the exchange of information, and so-
cial interaction. Unfortunately, social media providers
(e.g., Facebook) have shown consistently insufficient
commitment to user data and privacy protection in
the past (McCandless, 2019). Data scandals like the
Facebook tokens hack in 2018 (Guardian, 2018b) and
Cambridge Analytica (Guardian, 2018a) revealed that
user data was prone to unauthorized access, has been
used without consent against terms of use, was passed
on to third parties like data brokers, or has been mis-
used in various other ways. Especially the Cambridge
Analytica breach has increased people’s privacy aware-
ness leading to more privacy concerns and less trust in
social media providers (Kozlowska, 2018).

To address the users’ privacy concerns, several
privacy-preserving social media technologies were
proposed (Salzberg, 2010), (Daubert et al., 2014),
(Wainakh et al., 2019). These proposals aim to em-
power users by eliminating the centralized control of
the service providers. This goal is achieved mainly
through establishing distributed installations or Peer-

to-Peer networks, where the content (posts, profiles,
likes, . . . ) is encrypted and stored in a distributed fash-
ion (Wainakh et al., 2019). Although the underlying
technologies used in these solutions are designed to
mitigate several privacy concerns, they often fall short
of gaining the users’ trust. This is due to multiple rea-
sons, such as the novelty of their concepts (Wainakh
et al., 2019); users often refrain from using novel tech-
nology as they cannot be sure it is safe and works as
expected. In addition, some of these solutions lack to
adequate explanations of the privacy-preserving prac-
tices they follow, or use poor user interfaces, which
leave a negative impact on the user experience.

In this work, we aim to enhance the trustworthi-
ness of privacy-preserving social media. We attain this
objective by developing trust-related software features,
which focus on the graphical user interface. By apply-
ing the software engineering method Eliciting Trust-
Related Software Features (TrustSoFt) (Borchert et al.,
2020b), features are specified that address users’ pri-
vacy concerns (Malhotra et al., 2004). We showcase
the validity of our approach by conducting a user study
with over 2300 participants, who use an exemplary
privacy-preserving social media application, which is
hybrid social media (HSM) (Wainakh et al., 2019). In

Borchert, A., Wainakh, A., Krämer, N., Mühlhäuser, M. and Heisel, M.
Mitigating Privacy Concerns by Developing Trust-related Software Features for a Hybrid Social Media Application.
DOI: 10.5220/0010450302690280
In Proceedings of the 16th International Conference on Evaluation of Novel Approaches to Software Engineering (ENASE 2021), pages 269-280
ISBN: 978-989-758-508-1
Copyright c© 2021 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved

269



this study, first, we analyze the relationships between
the privacy concerns, trust beliefs, risk beliefs, and the
willingness to use an HSM application. Then, we mea-
sure the impact of the elicited features on the privacy
concerns and the trustworthiness of the application.

2 HYBRID SOCIAL MEDIA

Social media sites mostly offer their services without
(monetary) costs to their users. However, the providers
rely on making profits from their users’ data, mainly by
realizing targeted advertisements. Pioneer commercial
social media (CSM) have attracted a massive num-
ber of users. By that, those CSMs dominate the mar-
ket and impose themselves as almost inevitable tools
in our modern society. While being inevitable, the
service providers show consistently insufficient com-
mitment to the privacy of their users (Larson, 2017;
Larson, 2018; Tufekci and King, 2014). The privacy-
preserving social media (PPSM) alternatives (Salzberg,
2010; Graffi et al., 2008) focus on avoiding the intru-
sion of their users’ privacy; however, these systems
are not well-adopted by the users due to many rea-
sons (Wainakh et al., 2019), such as poor functional-
ity (Luo et al., 2011), high usage complexity (Salzberg,
2010), and low scalability (Daubert et al., 2014).

The main idea of HSM is to combine CSM and
PPSM (Wainakh et al., 2019). That combination en-
ables users to profit from both the market penetration
of the commercial one and the privacy of the privacy-
preserving one. CSM provides the user base as well
as the connectivity between these users, while PPSM
is established logically above. It provides users with
additional means of private communication beyond the
knowledge of the provider of CSM. In other words, the
objective of HSM is providing the users of commercial
media with additional functionality to empower them
to preserve their privacy by establishing a privacy-
preserving network on top of the CSM.

One of the key techniques of PPSMs to achieve
privacy is the elimination of central entities. As such,
there is no central company that controls all user data.
Thus, PPSMs should be mainly based on distributed
technologies to realize the three essential functional-
ities for social media: (1) storage, (2) access control,
and (3) connectivity. In addition, PPSMs should pro-
vide high transparency. Therefore, the design of the
system should be public, and the implementation of the
software should be open source. All procedures and
operations need to be explained and clearly articulated
in easy-to-understand materials.

Wainakh et al. (Wainakh et al., 2019) have realized
a prototype to prove the viability of the HSM concept.

They have built an Android app on top of Twitter, and
it was later called hushtweet. The main functionalities
of hushtweet are:

1. Anonymous like: a user can like a tweet without
disclosing their identity. Thus, this like cannot
be used to track their behavior or preferences on
Twitter.

2. Private tweet: a user can tweet to a private network,
where only their followers can access the tweet. In
the private network, the tweet is encrypted and
stored on a distributed database.

3. Statistical information: hushtweet collects infor-
mation about the user population that are unlink-
able to individuals. Example: 30% of hushtweet
users mentioned the U.S. election in a tweet. This
information is passed to Twitter as a compensation
for using their services by hushtweet users.

More technical details on hushtweet can be found
in (Wainakh et al., 2019).

3 PRIVACY CONCERNS, TRUST,
AND RISKS

Information privacy describes “the ability of the indi-
vidual to personally control information about one’s
self” (Stone et al., 1983). In the last few years, an
increasing number of people are concerned about their
information privacy (Kozlowska, 2018). This supports
the belief of many researchers that information privacy
is one of the most important ethical issues of the infor-
mation age (Mason, 1986; Smith et al., 1996). Smith
et al. (Smith et al., 1996) and Malhotra et al. (Mal-
hotra et al., 2004) have identified the most prominent
information privacy concerns, which are introduced as
follows.

Awareness of Privacy Practices. This means the de-
gree to which an individual is aware of organizational
information privacy practices. It relates to justice,
which can be distinguished in interactional and infor-
mational justice. While interactional justice relates to
transparency and the propriety of information during
interoperating processes, informational justice denotes
the disclosure of specific information. The awareness
of privacy practices has an impact on people’s percep-
tion of fairness.

Collection. People are concerned about the amount of
personal data possessed by third parties. They weigh
the costs of disclosing personal information against
the gained benefit of the received service. Again, per-
ceived fairness is impacted.
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Control. Control concerns encompass whether indi-
viduals are able to decide on certain procedures con-
cerning their personal data like approving, modifying,
rejecting or opting-out. Control relates to the principle
of procedural justice and exercising freedom.

Errors. Concerns about errors involve the apprehen-
sion that organizations make too little effort in mini-
mizing problems originating from errors in personal
data. Such errors may be accidental or intentional like
maliciously falsifying data.

Improper Access. This concern focuses on people,
who access data but are not authorized to do so. Im-
proper access relates to technological issues on the one
hand and to organizational policies on the other hand.
In general, people should only have access to personal
data, if they “need to know” it.

Unauthorized Secondary Use. Here, people are con-
cerned that personal data is used for a different purpose
than they have authorized. This may happen internally
by the organization that the data has been entrusted to
or by involved external parties.

In a questionnaire study via interviews, Malhotra et
al. (Malhotra et al., 2004) examined the relation of
privacy concerns with trusting beliefs, risk beliefs and
behavioral intention to disclose personal information.
The context of the study was e-commerce, where mar-
keters asked consumers for their willingness to use a
free shopping membership in return for personal in-
formation like their shopping preferences or financial
information. They found that the greater the infor-
mation privacy concerns are expressed, the less trust
people have in online companies (see Figure 1, H1)
and the greater the perceived risk of data disclosure
is (H2). Moreover, trusting beliefs have a positive
impact on the behavioral intention to disclose informa-
tion (H4), while risk beliefs affect it negatively (H5).
Trusting beliefs and risk beliefs are also negatively
related (H5).

Figure 1: Overview of hypotheses H1 - H5 based on the
work of Malhotra et al. (Malhotra et al., 2004).

3.1 Hypotheses on the Constructs’
Relationships in HSM

Understanding the underlying mechanisms of the con-
structs privacy concerns with trusting beliefs, risk be-
liefs and the behavioral intention to make use of a tech-
nology is crucial for developing privacy-preserving
applications. Hence, we reanalyze the work of Malho-
tra et al. (Malhotra et al., 2004) by transferring their
hypotheses to the context of HSM. This results into
the following hypotheses:

• H1: Privacy concerns are negatively related to
trusting beliefs in an HSM application.

• H2: Privacy concerns are positively related to risk
beliefs in an HSM application.

• H3: Trusting beliefs is negatively related to risk
beliefs in an HSM application.

• H4: Trusting beliefs is positively related to the
willingness to use the HSM application.

• H5: Risk beliefs is negatively related to the will-
ingness to use the HSM application.

4 ELICITING TRUST-RELATED
SOFTWARE FEATURES WITH
TrustSoFt

In addition to analyzing the relationships between pri-
vacy concerns and the other aforementioned constructs,
we also aim to mitigate the concerns by developing
adequate software features. For that reason, we use
the method of Eliciting Trust-Related Software Fea-
tures (TrustSoFt). Originally, TrustSoFt is a step-wise,
iterative method devised for the development of so-
cial media that is characterized by the introduction
of strangers for offline encounters. As its focus lies
on developing user-centred social media applications
(Borchert et al., 2020b), it can also be applied for devel-
oping HSM applications which aim to mitigate users’
privacy concerns. TrustSoFt is based on the theoretical
background that users build trust in (1) the application,
(2) the service provider, and (3) other social media
users (Borchert et al., 2020a). Trust established when
users evaluate whether these parties possess so-called
trustworthiness facets (Borchert et al., 2020a). Trust-
worthiness facets describe traits by which the trust-
worthiness of these parties is assessed. These are for
example ability, integrity, privacy, reputation or perfor-
mance (Mayer et al., 1995), (Mohammadi et al., 2013),
(Borchert et al., 2020a). Applications developed with
TrustSoFt shall support users in their trustworthiness
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Figure 2: Overview of the TrustSoFt (Borchert et al., 2020b).

assessment. It is assumed that the better a trustworthi-
ness assessment can be carried out, the likelier it is to
reduce risks associated with application use.

TrustSoFt has six major steps as depicted in Fig-
ure 2: (1) The users’ concerns are identified. (2) For
each concern, software goals need to be determined.
(3) Trustworthiness facets must be specified by consid-
ering what quality involved parties should possess so
that a concern is reduced. (4) Trustworthiness facets
are then related to a software goal. (5) Afterwards, the
requirements engineer shall define software require-
ments. They specify what the system should do in
order to achieve the software goals and to address at
least one of the related facets. (6) Lastly, software
features describe in what way a requirement can be
implemented. Usually, features are specific front- or
backend elements.

4.1 Hypotheses on the Privacy Concerns
Addressed by Software Features

By applying TrustSoFt, software features are elicited
that aim to mitigate user concerns. Therefore, we as-
sume that specified features dedicated to users’ privacy
concerns reduce those when implemented in an HSM
application like hushtweet. This leads to the following
hypotheses:

• H6: An HSM application that has software fea-
tures implemented, which aim to reduce a partic-
ular privacy concern, has a positive impact on the
user perception that this concern is countered.

• H7a & H7b: An HSM application that includes
software features aiming to counter all privacy con-
cerns is a) trusted the most b) perceived the least
risky compared to HSM applications addressing
less concerns by software features.

As we analyze the impact of an HSM application that
aims to counter privacy concerns by software features
here, an adoption of hypotheses H1 and H2 is neces-
sary for this context.

• H1.1: Counteracted privacy concerns are positively
related to the trusting beliefs in an HSM applica-
tion.

• H2.1: Counteracted privacy concerns are nega-
tively related to risk beliefs in an HSM application.

4.2 Applying the TrustSoFt Method

We apply the TrustSoFt method in order to elicit fron-
tend software features to counter privacy concerns in
the HSM application hushtweet. Our exact procedure
is explained step by step below and is illustrated using
the example concern “Errors”.

User Concerns. Considering former research (Smith
et al., 1996), (Malhotra et al., 2004), this work focuses
on privacy concerns (see Section 3). We elicit fea-
tures for each concern separately. As a first step, we
revisit the definition of each concern and make our-
selves aware of their identifiable characteristics and
descriptive keywords. For the “Errors” concern, the
keywords are errors in personal data, deliberate and
accidental errors and minimizing problems.

Software Goals. Based on the concern definition, we
derive a set of software goals that mitigate this concern,
thus improving the overall satisfaction of the end users.
For instance, to address the “Errors” concern, we need
to insure that the data stored by hushtweet is accurate
and error-free. Therefore, we identify data accuracy
as a goal.

Trustworthiness Facets. In order to support users in
their trustworthiness assessment, we specify a number
of trustworthiness facets, which are then allocated to
goals. For that reason, we distinguish who exactly
is involved in the concern and consult literature as to
which traits are desired these stakeholders to avoid
or reduce the concern. For the “Errors” concern, we
identify four facets for the hushtweet application as
important: data integrity, data reliability, data validity
and failure tolerance (Mohammadi et al., 2013). We
assign the facets to the goal data accuracy.

Trustworthiness Requirements. Next, we define
software requirements by describing what the system
should do to achieve the software goals and meet the
selected facets. Oftentimes, one requirement might ad-
dress multiple facets simultaneously. For example, we
define the requirement: Verifying the correctness of the
data, to meet the facets data integrity, data reliability,
and data validity.

Software Features. Lastly, we specify how to realize
the requirements through a set of software features.
For the evaluation in the later user study, we focus on
features for the user interface of hushtweet rather the
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backend system. We elicit two features to realize the
aforementioned requirement: (1) An alert message on
tweeting privately says: “Data is correctly and safely
stored”. (2) Two questions in the FAQ section: “How
does hushtweet ensure the correctness and integrity of
my data?” and “Does hushtweet modify my data?”.

Applying TrustSoFt for hushtweet resulted in a long
list of software features. Table 2, in Appendix, shows
an extract of the identified features, which are later
implemented in the HSM application hushtweet for
the user study.

5 METHODOLOGY

In order to test the hypotheses, we conducted an ex-
tensive online survey via Amazon Mechanical Turk1.
The structure of the study is explained below.

5.1 Experimental Design

The online survey follows a between-group design
with nine experimental groups. The names of the
groups are depicted in Table 1 on page 6. By means
of a short description, hushtweet was introduced to all
groups as well as its functioning based on the HSM
concept. Afterwards, each group, except the HSM
Concept group, interacted with a mockup version of
hushtweet for at least five minutes. While the Basic
App group received a mockup with only the basic
functionalities of hushtweet (see Section 2), each of
the other groups got a distinct version extended by
software features elicited with TrustSoFt to address
one privacy concern. The names of the experimen-
tal groups correspond to the concern the mockup ad-
dresses. The Full-featured group received a mockup
including all the elicited features, i.e., addressing all
the concerns.

5.2 Hushtweet Mockup

We developed eight mockup versions of hushtweet
with the online design tool Figma2. From the eight
versions, six were extended by three distinct features to
address one privacy concern (see Table 2), one version
received all selected features from the other versions
and another version included none of the features. We
carefully selected the implemented features to cover
all trustworthiness facets identified during TrustSoFt.
Due to comparability reasons, a software feature for
each concern is a FAQ section answering questions

1https://www.mturk.com
2https://www.figma.com

that treat the nature of the respective concern. Figure 3
illustrates the mockup version for the Full-featured
group as an example.

5.3 Scales

For questionnaire selection, we mainly adopted the
scales used by Malhotra et al. (Malhotra et al.,
2004), namely: General Information Privacy Con-
cern (GIPC) (Smith et al., 1996), Internet Users’ In-
formation Privacy Concern (IUIPC), Concern for In-
formation Privacy (CFIP) (Smith et al., 1996), trusting
and risk beliefs (Jarvenpaa et al., 1999). Additionally,
we added the scale for perceived trustworthiness of
online shops (Büttner and Göritz, 2008) in order to
measure how the trustworthiness of hushtweet is per-
ceived. The scale includes subscales measuring ability,
benevolence, integrity, and predictability. These have
been partially considered as trustworthiness facets in
the application of TrustSoFt. Finally, we asked partici-
pants about their willingness to use hushtweet by eight
self-developed questions. For each questionnaire, we
used a 7-point Likert scale (1=“strongly disagree” to
7=“strongly agree”).

All experimental groups received the same ques-
tionnaires. The only exception is the IUIPC scale;
while the HSM Concept group received the IUIPC
in order to state their privacy concerns regarding
hushtweet, all other experimental groups received a
modified IUIPC, in which they should evaluate to what
extent the hushtweet mockup they were confronted
with has addressed the privacy concerns.

The questionnaires were adapted in the word-
ing to the hushtweet context. As an example, we
replaced words like “online companies” and “com-
puter databases” with “hushtweet” and “distributed
databases”. In order to measure the addressed privacy
concerns, the IUIPC and CFIP do not include the ex-
pectational modal verb “should”, but are phrased as
hard statements.

5.4 Procedure

The procedure is nearly the same for all experimental
groups. After briefing partidicants about the context
of the study, they received the GIPC scale to answer
questions about their general privacy concerns. Then,
they were introduced to the concept and basic function-
alities of hushtweet by a short descriptive text. After-
wards, we checked their comprehension of hushtweet
with six questions. The purpose of this check is to
include only the participants, who understood the con-
cept of hushtweet for the follow-up analysis. As a next
step, every experimental group–except the HSM Con-
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Figure 3: Overview of the hushtweet mockup for the Full-featured group. The red frames highlight included software features.

cept group– received a modified task to use hushtweet
depending on the respective hushtweet mockup ver-
sion. The task includes hints regarding the privacy
concern features. Each participant had a minimum of
five minutes to interact with the mockup. Afterwards,
all groups received the remaining scales in following
order: perceived trustworthiness scale, the IUIPC and
CFIP, trusting beliefs scale, scale for risk beliefs and
the questions regarding the willingness to use. Finally,
the participants were also asked about their gender,
age, and education level.

6 RESULTS

In this section, we report details on the population of
the participants, as well as our findings concerning the
descriptive analysis and our hypotheses H1-H7b.

6.1 Population

We conducted the study with 300 participants for the
HSM Concept group and 250 participants for each of
the other experimental groups via Amazon Mechanical
Turk. As a qualification requirement for participation,
subjects were allowed to take part in only one of the
experimental groups and have an experience of more
than 1000 accepted surveys on Amazon Mechanical
Turk. Thereby, we try to obtain high quality data,
which is filled in properly and without haste. For fur-
ther analysis, we only considered complete data sets
and those whose participants had three or less mistakes
in the hushtweet comprehension test. Based on that,

Table 1: Overview of the experimental groups and character-
istics of the surveyed populations.

between 7% and 19% of the population of each exper-
imental group had to be deleted. Table 1 shows the
final population of each experimental group along with
information on their gender, age, and education level.
With an average rate of 62,3% male and 32,8% fe-
male participants, the experimental populations resem-
ble the gender imbalance of Twitter users worldwide
in January 2021 with 68,5% men and 31,5% women
(Noyes, 2021).

6.2 Descriptive Analysis of the Studied
Constructs

To investigate users’ privacy concerns regarding HSM,
we conducted a descriptive analysis for the “HSM
Concept” group. The GIPC has a mean of M=4.89,
SD=.93. In comparison, the mean of the IUIPC is
M=5.73, SD=.74. Both types of concerns are strongly
related (r=.561, p<.001).

Having a look at the individual privacy concerns,
the participants rated that hushtweet should consider
the concerns in the following order (from high to low):
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(1) Unauthorized secondary use (M=6.26, SD=.93),
(2) awareness for privacy practices (M=6.16, SD=.84),
(3) improper access (M=5.89, SD=1.03), (4) control
(M=5.87, SD=.86), (5) errors (M=5.14, SD=1.30), and
(6) collection (M=5.04, SD=1.17).
Concerning the other constructs, trusting beliefs have
a mean of M=5.14, SD=1.08. Hushtweet’s overall
trustworthiness is rated with M=5.24, SD=.97. Con-
cerning the trustworthiness facets, integrity is rated the
highest (M=5.42, SD=1.12), followed by benevolence
(M=5.40, SD=1.11), ability (M=5.33, SD=1.02), and
predictability (M=5.07, SD=1.07). Lastly, risk beliefs
are rated with M=3.58, SD=.94.

In general, it can be said that the participants
show moderated general privacy concerns with high
variance. Still, they agree that hushtweet should ad-
dress privacy concerns. The participants lightly trust
hushtweet and slightly disagree that it is risky. It is
worth mentioning that the relatively high values of the
standard derivations of all the constructs show the di-
versity of the participants’ opinions. This indicates a
realistic representation of the user population.

6.3 Hypotheses H1-H5

In order to test hypotheses H1-H5 (including H1.1
and H2.1), we calculated a Structural Equation Model
(SEM) model for each experimental group. For each
SEM, we neither considered items that did not con-
tribute to an acceptable internal scale consistency of at
least α =.70, nor constructs with factor loadings less
than .700. Omitted items do not measure the scale
construct in a valid way, while omitted constructs do
not contribute much to people’s total privacy concerns.
Based on that, the privacy concern “Collection” had
to be excluded from every SEM. The privacy concern
“Errors” was only relevant for the experimental groups
“Control”, “Errors” and “Improper Access”. Moreover,
we checked the model fit of the SEMs by calculating
a confirmatory factor analysis (Hu and Bentler, 1999).
All are at least acceptable with a comparative fit index
(CFI) and Tucker-Lewis index (TLI) higher than .90,
a root-mean-square error of approximation (RMSE)
lower than .80 and a normed chi-square (X2/df) lower
than 5.

As an example, we present the SEM of the HSM
Concept group in Figure 4. Its model fit is good
(X2/df=1.943, TLI=.949, CFI=.956, RMSEA=.062).
Concerning the hypotheses, hypothesis H1 cannot be
confirmed. The relation between privacy concerns and
trusting beliefs is not significant. However, privacy
concerns have a small positive effect on risk beliefs
(H2). Hypothesis H3 is also supported as trusting be-
liefs highly negatively influence risk beliefs. Last but

Figure 4: SEM for hypotheses testing for the HSM Concept
group.
* p<.01, *** p<.001

not least, the willingness to use hushtweet is positively
impacted by trusting beliefs with a medium effect (H4),
while it is negatively influenced by risk beliefs with a
small effect (H5).

For the experimental groups that were confronted
with the hushtweet mockups, the addressed privacy
concerns positively affect trusting beliefs (H1.1), and
trusting beliefs impact the willingness to use hushtweet
(H4)–both in a strong way. Therefore, hypotheses
H1.1 and H4 are confirmed. In case of hypothesis
H2.1, the relation between addressed privacy concerns
and risk beliefs was not statistically significant for any
experimental group. Thus, hypotheses H2.1 cannot
be confirmed. Hypothesis H3 is only significant in
the Full-featured group but in none of the other ex-
perimental groups. Therefore, a negative impact from
trusting beliefs on risk beliefs can only be partly sup-
ported. Concerning H5, in some of the experimental
groups, risk beliefs do not significantly influence the
willingness to use hushtweet. However, in the groups
where the influence is statistically significant, it is al-
ways positive with a weak effect. This is the case
for the groups Basic App (r=.208, p=.001), “Control”
(r=.178, p=.007) and “Unauthorized Secondary Use”
(r=.110, p=.044). Therefore, hypothesis H5 can partly
be falsified.

6.4 Hypotheses H6, H7a & H7b

To test hypotheses H6, H7a and H7b, all experimental
groups that interacted with a hushtweet mockup are an-
alyzed. Therefore, the “HSM Concept” group is out of
scope. We based our hypotheses testing on two-factor
ANOVAs (Anderson and Gerbing, 1988) in order to
examine differences in perceived countered privacy
concerns between the experimental groups. We expect
that an addressed concern is rated highest by the exper-
imental group that was exposed to the corresponding
hushtweet mockup. Only privacy concerns whose in-
ternal consistency has a Cronbach’s alpha higher than
α >.70 are considered. Based on that, the privacy
concern “Collection” is not further analyzed for any
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experimental group. The privacy concern “Control”
has an unsatisfying internal consistency in the experi-
mental groups “Collection”, “Control”, and “Improper
Access”.

Hypothesis H6 can only be supported for the
privacy concern “Errors”. The “Errors” group
rated the errors concern to be addressed the most
(F(7,1727)=4.249, p=.000, partial η 2=.017). How-
ever, only 1.3% of the variation of the addressed
errors concern around the total mean value can be
explained by the implemented errors software fea-
tures (adjusted R-square). The effect size of the
model is f=.13 and can be interpreted as weak. Post-
hoc tests with the Bonferroni correction show sig-
nificant differences (p< .05) between the “Errors”
group (M=5.34, SD=.98) with the groups “Awareness”
(M=4.95, SD=1.11), “Collection” (M=4.97, SD=1.05),
“Control” (M=4.82, SD=1.06), and “Unauthorized Sec-
ondary Use” (M=4.95, SD=1.21).

Furthermore, ANOVA has shown that the privacy
concern “Control” is also evaluated significantly dif-
ferent by the experimental groups (F(7,1727)=2.063,
p=.044, partial η 2=.008). However, contrary to what
is assumed in H6, it is not the “Control” group that
evaluates hushtweet the highest in providing users con-
trol (second place with M=5.83, SD=1.01), but the
“Awareness” group (M=5.86, SD=.91).

For hypotheses H7a and H7b, we also calculated
two-factor ANOVAs for the Full-featured group. For
reasons of interest, we also calculated it for the other
experimental groups. Concerning hypotheses H7a, the
ANOVAs for trusting beliefs and the trustworthiness of
hushtweet are not statistically significant for any of the
experimental groups. Thus, hypotheses H7a cannot
be confirmed. The only significant ANOVA model
in the context of trust is for the trustworthiness facet
integrity (F(7,1727)=2.017, p=.05, partial η 2=.008).
There, the “Awareness” group has rated integrity the
highest (M=5.89, SD=.93), while the “Errors” group
rated it the lowest (M=5.60, SD=.97).

The same can be observed for hypothesis H7b con-
cerning risk beliefs (F(7,1727)=10.364, p=.000, partial
η 2=.040). The “Awareness” group believes hushtweet
to be the least risky compared to the other groups
(M=3.32, SD=.11), while the “Errors” group evalu-
ates it the most risky (M=4.35, SD=.11). It should be
mentioned that the Basic App group has the second
highest value in their risk beliefs (M=4.11, SD=.11).
Nonetheless, hypotheses H7b is rejected.

7 DISCUSSION

This work tackles two major research objectives. First,
we examined the relationships between privacy con-
cerns, trusting beliefs, risk beliefs, and the willing-
ness to use in the HSM context. Second, we applied
TrustSoFt to elicit trust-related software features to ad-
dress users’ privacy concerns in an HSM application.
In this section, we discuss the results of our user study
on (1) the relevance of the privacy concerns, (2) the
relations between the constructs, and (3) the impact of
the developed features on privacy concerns. Next, we
discuss some remarks on the application of TrustSoFt.
Lastly, we conclude the section by describing the lim-
itations of this work and articulating suggestions for
future work.

7.1 Relevance of Privacy Concerns

Our survey suggests that “Unauthorized Secondary
Use” is the most important concern, followed by
“Awareness of Privacy Practices” and “Improper Ac-
cess”, while “Errors” and “Collection” were the least
relevant. These findings are aligned with the work
of Smith et al. (Smith et al., 1996), where they found
that “Unauthorized Secondary Use” and “Improper Ac-
cess” affect privacy concerns more than “Errors” and
“Collection”. The prominence of “Awareness of Pri-
vacy Practices” in HSM supports the suggestion that
the context slightly impacts the relevance of privacy
concerns (Ebert et al., 2020).

In addition, our SEM analysis supports the low
expression of the two concerns “Collection” and “Er-
rors”, as their factor loadings weakly contribute to
the representation of privacy concerns For the “Col-
lection” concern, we assume, based on unacceptable
internal consistency, that the scale used is not sufficient
to validly measure the construct. In case of the “Er-
rors” concern, the HSM context can be a reason why it
is weakly manifested. HSM leverages encrypted and
distributed data storage, which contributes to lower
risk of malicious attacks on personal data. Therefore,
people might be less concerned about errors in their
data.

7.2 Relationships of the Constructs

The relationships of privacy concerns with trusting be-
liefs, risk beliefs, and the willingness to use an HSM
application were partly unexpected. It cannot be con-
firmed that privacy concerns regarding hushtweet af-
fect trusting beliefs negatively. It seems as if privacy
concerns are detached from trust in hushtweet. This
finding conforms with a study on a sample of Facebook
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users (Kusyanti et al., 2017), where it is discussed that
the trust in Facebook and in its privacy policy exceeds
the privacy concerns. For our context, we argue that
although the participants expressed inherited concerns
about hushtweet, as yet another social media applica-
tion, its purpose leads to trust given in principle and
thus is detached from the concerns. This argumenta-
tion is additionally supported by our results, which
show that addressing privacy concerns by software
features does have an impact on the trust in hushtweet.

For risk beliefs, on the one hand, our findings sug-
gest that privacy concerns slightly increase risk beliefs
in hushtweet. This conforms with the conclusions of
Malhotra et al. (Malhotra et al., 2004). On the other
hand, we found that addressing privacy concerns does
not necessarily reduce the risk beliefs. A possible ex-
planation for this might be that users are still aware
of the existing risks accompanying information pro-
cessing during social media use as the implemented
software features refer to their existence. Risk aware-
ness is identified as a relevant factor in research about
privacy concerns (Olivero and Lunt, 2004).

Interestingly, we observe that sometimes partici-
pants are a bit more willing to use hushtweet the higher
their risk beliefs are. Curiosity can be one reason for
this phenomena, because it induces people to tolerate
more risk, which in turn promotes the willingness to
use (Dowling, 1986). However, a positive relation of
risk beliefs to the willingness to use hushtweet is not
always confirmed.

Another salient finding is that trusting beliefs re-
duce risk beliefs in two cases; first, when the partici-
pants are only introduced theoretically to the concept
of HSM. Second, when they interact with the applica-
tion where all privacy concerns are addressed. We con-
clude that the principle of HSM is essential to establish
the relationship between trusting and risk beliefs. For
this, an application should convey the HSM concept in
an encompassing way so that the benefits are empha-
sised and a multitude of concerns are addressed.

7.3 Impact of Software Features on
Privacy Concerns

Looking at the impact of the software features on the
users’ opinions regarding the extent to which privacy
concerns are addressed, the results differ from our ex-
pectations. Only features that address concerns about
errors in data processing were rated as most strongly
addressing those concerns. Features that address a dif-
ferent concern greatly affect other concerns for which
they were not intended. We assume that this relates to
the way a particular feature addresses a concern. One
of the used “Errors” features directly confronts users

with the targeted concern as we included an error in
the application to present how the application deals
with it. In contrast, other features indirectly present
concerns by displaying the way they are handled with.
Therefore, we assume that concerns need to be em-
phasized stronger in order to make it more apparent to
users that they are being taken into account. In general,
we rate features addressing errors as special, because
they are associated with undesired software behaviour.
Therefore, it is not surprising that such features were
perceived the lowest concerning the trustworthiness
facet “Integrity” compared to other features.

In contrast, the “Awareness for Privacy Practices”
features are rated the highest concerning integrity and
the lowest regarding risk beliefs. Surprisingly, these
features are also found to be remarkably mitigating the
“Control” concern. Thus, we conclude that raising the
users’ awareness positively contributes to an enhanced
feeling of control, stronger trusting beliefs, and weaker
risk beliefs. This conforms with the research of Kani
et al. (Kani-Zabihi and Helmhout, 2011), who pointed
out that software features creating privacy awareness
also support users in managing their privacy concerns.

7.4 Lessons Learned on TrustSoFt

We applied TrustSoFt to mitigate the privacy concerns
– identified in the literature – by specifying adequate
software features. With that, we implicitly assume that
all the concerns are equally relevant to users. However,
our results show otherwise. As argued in Section 7.3,
addressing the “Awareness for Privacy Practices” has
a larger impact than addressing other concerns - not
only in its impact strength but also in its range. For
the TrustSoFt application, this means that concerns
need to be chosen carefully in order to achieve the best
possible effect for the software to be developed. In
the light of this observation, we highly recommend the
requirements engineers, who apply TrustSoFt, to use
qualitative approach in order to gain deep insights in
the users’ concerns as well as to consider the signifi-
cance and potential trans-concern impacts of elicited
software features.

In general, applying TrustSoFt yields in a large
number of software features that also consider users’
trustworthiness assessment of the application. In case
of the “Awareness” features, we targeted to present
the integrity of the application. This was effectively
perceived by users and resulted in increased trustwor-
thiness of the application.
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7.5 Limitations and Future Research

HSM is a relatively complex technology that is not
widely known and not easy to understand for non-
experts (Wainakh et al., 2019). Therefore, we have de-
cided to introduce study participants to the hushtweet
app that represents the HSM technology. This facili-
tated conducting the survey and elaborating the speci-
fied software features by TrustSoFt. However, it also
limits our work to the scope of hushtweet, because
the participants only indirectly responded to the HSM
technology. Their answers could be biased based on
the design and usability of hushtweet. Nonetheless, we
are optimistic that people really reacted to the HSM
technology as we have only considered those partici-
pants, who have understood the concept.

Regarding the design and usability of hushtweet,
particpants gave us positive feedback that also implied
fun during usage and liking the application. Former
research found that an appealing interface positively af-
fects the users’ perception and performance regarding
software use (Sonderegger and Sauer, 2010). There-
fore, the effect of such intervening variables on the
impact software features have on privacy concerns,
trusting beliefs, and risk beliefs regarding an HSM
application needs to be addressed in future work.

Another potential limitation is our choice of pri-
vacy concerns and software features that we have ex-
amined. We have chosen the particular privacy con-
cerns, because they were identified as relevant when it
comes to information processing. As this is one major
factor of HSM, the privacy concerns constitute a good
starting point for analysis in this context. However,
the participants in this work have also stated additional
concerns, for example, economical aspects of the ser-
vice provider that might impact information process-
ing. For future work, it is indispensable to elicit further
user concerns, which are then also considered during
the development of HSM applications. Moreover, the
evaluated software features originate from a long list
of features, which resulted from the TrustSoFt appli-
cation. We carefully selected three features for each
concern that are similar to some extent. By implement-
ing multiple and similar features, we wanted to make
sure that each concern is clearly addressed and that re-
sulting study values are comparable. Nonetheless, the
features might still differ in their impacts on people or
contribute differently to the various concerns. Here, it
is interesting to examine each feature and its impact in-
dividually rather than a part of a holistic application. In
addition, it is also interesting to consider the features’
impact on different user types. While the population
tested in this work resembles the one of Twitter and
is framed by the users of Amazon Mechanical Turk,

focusing on cultural, social, gender or individual user
differences might provide further insights.

8 CONCLUSION

Due to frequent data breaches and misuse cases in the
area of social media, the people’s concerns about their
data storage and processing have increased. Hybrid so-
cial media applications provide an alternative solution
that allows users to enjoy the benefits of social media
in a more safe and controlled environment. Therefore,
it is especially important to also address information
privacy concerns during the development of such ap-
plications by specifying software features for the user
interface. In doing so, a social media experience can
be ensured that is satisfactory on the backend and fron-
tend level.

This work has shown that addressing information
privacy concerns in hybrid social media applications
increases their trustworthiness. The more people trust
the application, the higher is their willingness to use
it. It is especially effective to address users’ aware-
ness of privacy practices as it not only can affect the
perceived integrity of the service provider but also
provides users with a feeling of control. Moreover,
it became apparent that the choice of concern to be
dealt with in the application development should be
wisely made. Some concerns, such as the awareness
of privacy practices, seem to be more important than
others.
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APPENDIX

Table 2: Overview of the software features per privacy concern that resulted from the TrustSoFt method.
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