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Intelligent traffic control is a key tool to achieve and to realize resource-efficient and sustainable mobility

solutions. In this contribution, we study a promising data-based control approach, reinforcement learning
(RL), and its applicability to traffic flow problems in a virtual environment. We model different traffic networks
using the microscopic traffic simulation software SUMO. RL-methods are used to teach controllers, so called
RL agents, to guide certain vehicles or to control a traffic light system. The agents obtain real-time information
from other vehicles and learn to improve the traffic flow by repetitive observation and algorithmic optimization.
As controller models, we consider both simple linear models and non-linear radial basis function networks.
The latter allow to include prior knowledge from the training data and a two-step training procedure leading

to an efficient controller training.

1 INTRODUCTION

In view of steadily growing traffic flows and demand
for mobility services, intelligent vehicles and traffic
systems are becoming increasingly important. Com-
plex, partly networked driver assistance systems as
well as autonomous driving functions play a crucial
role and already cover more and more functionali-
ties. Intelligent traffic control systems and intelli-
gent infrastructure, as well as communication and co-
operation between road users and with infrastructure
elements, are equally important building blocks for
providing efficient and resource-saving mobility so-
lutions. Tools and methods of applied mathematics
and artificial intelligence may deliver decisive contri-
butions here in the development of innovative and ef-
ficient vehicle and mobility systems.

Today’s vehicle technology allows to collect an
increasing amount of data to improve the vehicle’s
performance, reliability and safety. Concerning mo-
bility infrastructure and communication technology,
larger and larger datasets can be transmitted faster ev-
ery year. This opens the opportunity to use (real-time)
data, communicated between cars and infrastructure,
to improve traffic flow in the future and, thereby, to
support holistic, efficient and sustainable mobility so-
lutions.

To achieve all those goals, efficient, intelligent and
sophisticated traffic flow controllers are needed that,
ideally, make use of established models as well as of
available data, and continue to learn from (new) data
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and improve themselves constantly.

A promising technique that has the potential to
combine all mentioned characteristics is reinforce-
ment learning (RL). During the last years, reinforce-
ment learning approaches could achieve impressive
success, e.g., in playing games like Chess and Go
and, thereby, beating the best human players in these
games (Silver et al., 2018). Another field, in which
reinforcement learning has been applied successfully,
is robotics: here, RL-based controllers had been able
to learn and to perform very complex tasks with hu-
manoid robots (Kalashnikov et al., 2018; Rajeswaran
et al., 2018; Schulman et al., 2015). The core idea
of reinforcement learning is, roughly speaking, suc-
cessively repeating a task, or, more general, an in-
teraction with a certain environment. During those
repetitions that are steered by a databased controller,
the so-called agent, the controller evaluates the per-
formance of its actions in each repetition and uses that
information to adapt itself - the controller is enforced
to increase its own performance. This basic princi-
ple of (model-free) reinforcement learning goes back
to (Williams, 1992). However, the approach is attract-
ing more and more interest accompanied with success
stories in recent years, mainly due to increasing avail-
ability of data and increasing possibilities to measure
and to process data highly efficiently. Last, not least,
the increasing computing capacities that allow, e.g.,
rich and powerful databased controller models like
(deep) neural nets, is a decisive factor and accelera-
tor as well.
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In this contribution, we present and discuss a
framework that allows to apply reinforcement learn-
ing to traffic flow control problems. That is, we
consider databased traffic controllers in a virtual,
simulation-based environment and the repetitive and
enforcing RL-technique to improve the traffic flow,
quantified here in terms of average speeds of in-
volved vehicles. We consider two different controller
types, the first one is guiding intelligently certain cars,
whereas the second one steers a traffic light systems,
see Sect. 2 for details. Both controllers act in a feed-
back mode making use of data that is provided from
involved (other) vehicles. For a general overview of
reinforcement learning as control approach, we refer
to (Recht, 2019).

Related Work. Since the first traffic flow mod-
els had been introduced in the last century, e.g., in
(Lighthill and Whitham, 1955; Gazis et al., 1961), op-
timal traffic control has been the subject of research
in several publications. Traffic can be controlled by,
e.g., speed limits and ramp metering (Lu et al., 2011)
or switching through phases of traffic lights (McNeil,
1968; De Schutter and De Moor, 1998). With the
emergence of (semi-) autonomous vehicles and an in-
creasing amount of traffic data, new controllers like
cruise control systems (Orosz, 2016) have been stud-
ied as well. In recent years, RL has been applied to
traffic control problems, too, including autonomous
braking systems (Chae et al., 2017), ramp metering
control (Belletti et al., 2017) and traffic light systems
(Wiering, 2000; Arel et al., 2010). In (Vinitsky et al.,
2018), benchmarks for different traffic control prob-
lems have been proposed.

In this work, besides RL-based traffic light con-
trol, we will apply RL to control the accelerations and
decelerations of one certain car, in a case study based
on the ring road experiment by (Sugiyama et al.,
2008). For this specific problem, the controllability
and stability have been studied (Wang et al., 2020;
Zheng et al., 2020), and solutions in a real-world set-
up (Stern et al., 2018) and with a RL controller (Wu
et al., 2017) have been presented.

To summarize, there are a few applications of
RL-approaches to traffic flow problems and with our
work, we contribute to that area. In particular, the
main contribution of our paper is twofold. First, we
consider controller models that have not been applied
to traffic flow problems and analyse their capabilities
and their performance potential. It is worth pointing
out here that the considered radial basis function net-
works provide the possibility to include prior knowl-
edge, while maintaining a non-linear structure. Sec-
ond, as one of our case-studies, we consider a virtual
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version of a real-world road network.

The remaining part of the paper is organized as
follows. First, in Sect. 2, we describe human-like traf-
fic modelling in terms of microscopic car-following
models and the set-up of road networks in the mi-
croscopic simulation software SUMO (Lopez et al.,
2018). In Sect. 3, we define reinforcement learn-
ing in the framework of Markov Decision Processes
(MDPs) and introduce linear model as well as radial
basis function network policies. Finally, in Sect. 4, we
present and discuss the results of two different traffic
control experiments. We close the paper with a short
summary, some concluding remarks and a sketch of
open problems, Sect. 5.

2 TRAFFIC CONTROL
PROBLEMS

We model different traffic networks, in which agents
aim to improve traffic flows by repetitive observation
and algorithmic optimization. These agents can either
control connected automated vehicles or traffic guid-
ance systems, such as traffic lights and obtain real-
time information from other vehicles in the scenario.

2.1 Car-following Models

To set up those experiments, we model traffic with
microscopic car-following models (Orosz et al., 2010;
Treiber and Kesting, 2013). In these models, traffic is
described by individual driver-vehicle units that form
atraffic flow. We consider pairs of following and lead-
ing vehicles: the follower’s longitudinal actions, ac-
celerations and decelerations on the current lane, de-
pend on observations of the leading vehicle. To de-
scribe this mathematically, we define the dynamics of
each following vehicle by a system of ordinary differ-
ential equations (ODEs)

$i(1) = vi(t),

vi(t) = f(sit),si1 (), vilt),vig1 (1))
where s;(),8i11(2),vi(t),vit1(¢) are the front-bumper
positions and speeds at time ¢ of the following and
leading car, respectively. In some applications it is
desirable to describe the dynamics of the headway be-

tween the vehicles in terms of the bumper-to-bumper
distance, so, we define the headway as follows

hi = sit1— i —lit1 2

with ;11 being the length of the leading vehicle.
Then, the dynamics are given by

hi(t) = vig1 (1) —vi(t),
Vi(t) = f(hi(t),vi(t),vig1(2))-

ey
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For the right hand side f that determines the acceler-
ation of the following vehicle, there are several dif-
ferent choices. One of them is the Intelligent Driver
Model (IDM) (Treiber and Kesting, 2013) that we will
use for modelling of human-driven vehicles. In the
IDM, the equation for the acceleration of the i-th ve-
hicle is given by

8 2
i h*(vi, A
Vi:amax [1_< Vi > _((VH V)> ‘|7
Vdes h;

K (vi,Av) = s¢ + max (07 viT +

4)
VviAv )
2v/amaxb ’

with Av = v; —v;; 1. The crucial point here is the
comparison of the current speed v; with a given de-
sired speed vges and the current headway h; with the
desired headway A*. The model is determined by
a set of parameters Bipm = [Vdes, T Aimin, O, @max, D],
which allows to represent different aspects of driv-
ing behaviour and different driver types. These pa-
rameters can be fitted based on real-world traffic data.
However, for typical values and a detailed description

of the parameters, we refer to (Treiber and Kesting,
2013).

2.2 Traffic Modelling

To build traffic scenarios with car-following models,
we use the microscopic traffic simulation software
SUMO (Lopez et al., 2018) as it provides a lot of op-
tions to implement own models and allows real-time
control of all objects, e.g., vehicles, traffic lights, in
the created traffic scenarios. Thereby, we can simu-
late various traffic scenarios ranging from synthetic
networks up to real-world traffic situations, (real net-
works may be imported via an OpenDRIVE (ASAM,
2020) interface or from OpenStreetMap (OSM) data
(OpenStreetMap, 2020). Moreover, SUMO provides
a traffic control interface (TraCI) that allows to re-
trieve information about the traffic system and change
values of the objects at each time step. As program-
ming environment, we use Python and with the cor-
responding TraCI application programming interface
(API), we can, for example, observe speeds and posi-
tions of a follower/leader pair, then calculate the fol-
lowing vehicles speed at the next time step and pass it
to the SUMO configuration.

2.3 Traffic Control Scenarios

One traffic scenario that has become famous in recent
years is based on a real-world experiment (Sugiyama
etal., 2008): several human driven vehicles are placed
at equal distances between each other on a ring road
and told to follow a given speed for a certain time
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period. It has been shown that, without any external
effects like traffic lights or lane changes, human driv-
ing behaviour alone leads to stop-and-go waves and
congestions. In our study, the main idea is to replace
one human-driven vehicle (or several vehicles) by an
intelligently, RL-based controlled vehicle, called au-
tonomous vehicle (AV), that gets information about
the speeds and positions of all vehicles in the system.
With these information, the AV aims to improve traf-
fic flow for all vehicles in the system by outbalancing
the stop-and-go waves with optimal accelerations and
decelerations. If we assume the human-driven vehi-
cles are controlled by car-following models, this leads
to an optimal control problem constrained by a cou-
pled system of ODE:s. Instead of solving this problem
with classic solution methods, we apply an RL ap-
proach where the controlled vehicle tries to maximize
its reward (objective function) by repetitive simula-
tion of the traffic situation.

As already indicated, we consider a second con-
troller type as well, namely an agent that controls one
or several traffic lights. In that set-up, every time step,
the agent has to decide, if each traffic light stays at the
current traffic light phase or switches to the next one.
The goal is to lead traffic flows as fluently as possible
through a given road network with persistently leav-
ing and entering vehicles. Again, the agent, i.e., the
traffic light(s) controller, obtains real-time informa-
tion about the vehicles and roads in the system and
optimizes the traffic flow by repetitive simulation.

3 REINFORCEMENT LEARNING

Reinforcement learning has achieved huge success in
different areas and in recent years, it has been applied
to a few applications in traffic control (Chae et al.,
2017; Belletti et al., 2017; Vinitsky et al., 2018). As
described, RL controllers work usually by repeating a
task several times to learn applying optimal actions in
different situation. With higher computational power
available, this gets more and more applicable to a lot
of scenarios and is a competitive approach to optimize
traffic flows.

3.1 General Concepts

The mathematical framework for (model-free) RL is
given by a Markov Decision Process (MDP) (Puter-
man, 1994; Feinberg and Shwartz, 2002; Sutton and
Barto, 2018). It describes the ongoing interaction be-
tween an agent (controller) and its environment (dy-
namical system). The agent aims to iteratively gain
knowledge about the system and control it optimally.
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MDPs are defined by a tuple (X,U, P, r,po,7,tf) con-
sisting of the state space &, action (or control) space
U, transition probability function P: X xU X X —
[0,1], reward function r: X x U — R, initial state dis-
tribution pg: X — [0, 1], discount factor y € (0, 1] and
time horizon ¢y € R-o (Duan et al., 2016).

At the beginning of each MDP episode with dis-
crete time steps, the environment is described by an
initial set of states xg, given by initial distribution,
Xo ~ po. Then, at each time step ¢ the environment
generates a new state following the transition prob-
ability function P(x,41|x;,u;) and the action u, cho-
sen by the agent. To evaluate the current combi-
nation of state and action, the environment also re-
turns a reward r, = r(x;,u,;). Finally, the trajectory
data of one episode or rollout is summarized by T =
(XO; Up,X1,U15 -« axtf)'

Agent/Controller
o (u|xy)
Autonomous Vehicle/
Traffic Light System

State Reward Action/Control
X Ty u,
Positions/ Value of Traffic Flow Acceleration/
Velocities (e.g. Average Velocity) Different Phases

Environment/ System
P(xppq|2, up) a

Vehicles/
Streets

Figure 1: MDP interaction between agent and environment
for traffic control scenarios.

3.2 Model-free Reinforcement Learning

In contrast to model-based RL, where, basically, a
model for the environment is learned first, in model-
free RL, the agent typically determines its actions by
a deterministic policy u; = ug(u;,x;) or by sampling
from a stochastic policy u; ~ 7g(u;|x;). Both choices
for the policy are parametrized by a vector 0 and the
goal is to find the policy parameters that optimize the
following maximization problem

tp—1
max | Z v r(xe,up)). ®)
b 20

To build such a policy, we assume real-valued state
and action spaces with dimensions n and p (X = R"
and U = R?). Then, we define a function fy: X —
U parametrized by 0 and the deterministic policy is
given by

Ho = fo(x). ©)

136

For the stochastic policy, typically, Gaussian distribu-
tions with mean fy(x) and a fixed covariance matrix
Y € R? x R? are chosen

g ~ N (fo(x),X). ©)

One common choice for fy in RL are deep neural nets
like Multilayer Perceptrons (MLPs) that have already
been applied to control traffic networks with RL (Wu
et al.,, 2017). In this contribution, we show that it
is possible to obtain satisfying results with structures
like linear models or radial basis function (RBF) net-
works. For the linear model policy, we define

Jo(x) =Wx+b, ®)

with W € R"*? and b € R? that leads to parameter
vector 8 € R("DP storing the entries of W and b.

Further, as a second controller model example,
we introduce non-linearity into the policy represen-
tation by considering a representation with RBF net-
works. They have been used in several areas of ma-
chine learning (Bishop, 2006; Murphy, 2012) as well
as in RL (Deisenroth, 2010). The representation of
a policy by a RBF network consists of the centres
c;i € R", radii r; € R, bias b € R? and weighting matrix
W € R™*P where m is the number of centres. First, we
define the Gaussian radius function

2
hi(x) = exp <_||X—c,~||2> . )

Zri2

Then, similarly to the linear model, those RBF func-
tions are combined to a weighted sum

fo(x) = Wh(x)+b (10)

with /1(x) = [k (x), ..., hn(x)]" and the parameter
vector 0 € RUHDmHmt1)p contains all values ¢, r;
and the entries in W and b.

Most RL algorithms work by iteratively updat-
ing the policy parameters 6 to maximize the objective
function (cf. Eq. (5)) (Duan et al., 2016). If 6 con-
tains a lot of parameters or the state and control space
have high dimensions, this results in a huge number
of computations. Therefore, instead of optimizing all
parameters of the RBF network, we first derive cen-
tres ¢; and radii 7; and fix them, in order to only update
the entries of W and b by the RL-technique.

The Gaussian radius function as defined in Eq. (9)
measures for each state x the distance to centres c;.
If we already have sampled data of the state space
{x1,...,xn}, e.g., from previous simulations, we can
choose centres such that the distances are small.

To find centres with small distances, we apply a k-
means clustering algorithm (Bishop, 2006). Such an
approach does not only reduce the number of opti-
mization parameters but also tackles the problem of



finding suitable initial parameters 6p. In contrast to
randomly chosen parameters, we can further decrease
computational costs, leading to desirable results with
less iterations, as we will show in Sect. 4. This is a
substantial benefit of RBF networks as control poli-
cies compared to, e.g., standard MLP neural nets.

In our experiments, we use policy update algo-
rithms that optimize the policy parameters iteratively
without having exact information about the dynamics
of the environment. That is, we can derive a policy Tty
and then a trajectory T with the corresponding states
and actions will be created following the episodic set-
ting of MDPs. After each episode, we can evaluate
the collected rewards and change the parameters of
0 with the goal to improve the value of the objective
function defined in Eq. (5).

In particular, in our experiments, we apply an aug-
mented random search (ARS) method as stated in
(Mania et al., 2018).

4 EXPERIMENTS AND
CASE-STUDIES

In this section, we present the application of specific
RL-based controllers to two different virtual traffic
scenarios. As a first case-study, we control several
vehicles in the so-called ring road experiment. In the
second study, we consider a virtual version of a real
road network, in which an RL-agent steers the traffic
light systems.

4.1 Ring Road

o 10m =] )
P

Figure 2: Representation of the ring road in SUMO where
the blue vehicle is controlled by an autonomous vehicle.

The ring road is an artificial traffic scenario that has
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revealed insufficiencies of human driving behaviour
and how connected autonomous vehicles (AVs) can
be used to improve traffic flow (Sugiyama et al., 2008;
Stern et al., 2018). While deep RL has already been
applied to this scenario (Wu et al., 2017), here, we ap-
ply and analyse an RL controller with RBF network
policy.

We set up the ring road with radius 50m in SUMO
and describe it in the framework of MDPs. The envi-
ronment’s state space consists of the speeds and two-
dimensional positions of N = 22 vehicles in the sys-
tem

12 12 3N
X=(V1,.. s UN,ST,8T -+, Sy, Sy) € RV, (11)

At each time step the AVs are controlled by an RL
agent that determines the vehicles’ longitudinal accel-
erations and decelerations with a parametrized policy
Tg. We aim to find policy parameters that maximize
the objective function (cf. Eq. (5)), whereby the re-
ward is set to be the average speed over all vehicles

N
r(x,u) = %Zvi. (12)
i=1

We use a RBF network policy with m = 20 cen-
tres. If the RL agent only controls one AV, the ac-
tion space dimension is p = 1 and, therefore, 6 €
RON+EDm+(mt1)p — RI361 e the number of opti-
mization parameters is 1361. By obtaining the centres
c¢; with clustering as described in Sect. 3 and fixing
all radii to r; = 1, only the weighting matrix W and
the bias b have to be optimized. The decreased num-
ber of parameters leads to less computational costs
as well as to faster convergence of solutions because
prior knowledge of the system is put into the policy
by the clustering from previous simulations.

Then, after determining initial parameter vector 6y
with the clustering technique, different situations are
simulated by changing the parameters that lead to dif-
ferent rewards. We update the parameters with the
ARS algorithms to iteratively improve the traffic flow
by maximizing the value of the objective function.

Experimental Set-up. All human drivers (HDs)
that are not controlled by the agent follow the IDM
with parameters Bipm = [Vdes; Ts Amins O Gmax, D] =
[8,0.1,2,4,1,1.5] as described in Eq. (4). We con-
sider three different scenarios:

e HD Only: First, all vehicles are assumed to be
HDs. The vehicles are placed randomly on the
lane and the parameters Py are chosen to model
realistic human driving behaviour leading to the
stop-and-go behaviour observed in the real-world
scenario.
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e One AV: Then, one of the HDs is replaced by an
AV that obtains real-time information from all ve-
hicles in the system.

e Three AV: Further, to show the impact of several
AVs in mixed-traffic networks, three HDs are re-
placed by AVs.

For both RL scenarios the agents are optimized on an
eight-core Intel Xeon Gold 6248R processor. We use
Python for optimization and to interact with SUMO,
see Sect. 2.2. As for the ARS algorithm differ-
ent rollouts of one iteration can be calculated at the
same time, we use Python package multiprocessing to
compute rollouts simultaneously on each of the eight
cores of the processor. Thereby, we can calculate an
optimization with 50 iterations and 32 rollouts in ap-
proximately two hours.

Results. After optimization, we observe the vehi-
cles’ average speed in each scenario for time horizon
ty = 300s, see Figure 3. For the HD only scenario
the vehicles accelerate at the beginning but due to the
emerging stop-and-go wave, several vehicles have to
slow down leading to a lower average speed for the
rest of the time horizon.

In contrast, the AV in the second scenario does not
accelerate as fast as the HD leading to the formation
of a platoon behind the AV. Then, the AV accelerates
more smoothly and stabilizes the traffic flow around
an equilibrium speed.

For the third scenario, we observe a faster in-
crease of the average speed. As the three AVs have
been equally distributed among the HDs, each AV can
outbalance more inefficient human acceleration be-
haviour. Then, all three vehicles increase their speed
faster than the single AV in the previous scenario and,
finally, they stabilize the traffic flow around the same
average speed as in the second scenario.

~
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L 44
o
wn
o 3 \_'-_/W
(o)}
024
Q —— HD only
>
© 11 1AV
N — 3AV
(I) 5'0 160 léO 2(|)0 2!130 360
time [s]

Figure 3: Average speed [m/s] for the different scenarios
over time horizon ¢y = 300s.
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Figure 4: Opel-Roundabout in Kaiserslautern, Germany
(OpenStreetMap, 2020).

4.2 Opel-roundabout

The Opel-roundabout is a real-world road network in
Kaiserslautern, Germany. It can be seen as a round-
about with six incoming and outgoing lanes and the
traffic flow is controlled by several traffic lights as
shown in Figure 4.

In our virtual set-up these traffic lights are con-
trolled by switching through different phases with
fixed durations. Such static behaviour leaves room for
improvement and in the last decades, several solutions
for optimal traffic light control have been proposed
(McNeil, 1968; De Schutter and De Moor, 1998). In
recent years, RL has been applied to this kind of prob-
lem, too, and solutions controlling one or several traf-
fic lights simultaneously have been presented (Wier-
ing, 2000; Arel et al., 2010; Vinitsky et al., 2018).

We apply our RL approach to this traffic scenario
by aggregating the traffic lights to six different traffic
control units, which can switch between two phases
showing either green for one or the other direction,
see Figure 4. Every time step the RL agent decides
for all units whether to stay at the current phase or
to switch to the next one. Thus, following the RL
procedure as presented in Sect. 3, the traffic flow is
optimized iteratively from run to run by optimizing a
linear model policy in the RL agent.

The traffic situation can be set up in SUMO as the
simulation software contains a build-in tool that al-
lows to convert OpenStreetMap data to SUMO net-
works. For five of the six traffic light units, there are
two incoming lanes and for the one at the top right
there are three incoming lanes which totals in thirteen
lanes that are directly heading to the units. For all
of them, the RL agent observes the density (number
of vehicles on the lane), the minimum distance of the
closest vehicle to next traffic light unit, the number
of waiting vehicles in front of the traffic light (speed
v < 0.1m/s), the time since the last change has oc-
curred and a binary variable indicating whether the



upcoming traffic light is green or not. This leads to
an environment, represented by a state space with di-
mension n = 65.

The agent determines its action u; € R® for each
of the six traffic light unit with a linear model policy.
We define a fixed value ugyiech such that, if u§ > Uswitch
for time step ¢ and unit , the traffic light unit switches
to the next phase and, if u} < Uswitch, it stays at the
current one. Then, the policy parameters 0 consist of
the entries of W € R%*6 and b € RS.

To decrease the number of optimization parame-
ters, we set entries of W to zero such that each con-
trol unit only receives information from lanes directly
heading to it. The remaining parameters of vector 0
are optimized with the ARS algorithm and we choose
the same reward function (Eq. (12)) as in the ring road
experiment.

Experimental Set-up. To obtain a realistic traffic
scenario, vehicles are entering and leaving the net-
work persistently over a fixed time horizon. We as-
sume that all of them are HDs that obtain their speeds
from car-following models. There are six incoming
and six outgoing lanes and we determined realistic
frequencies f;; indicating the probability of a vehi-
cle entering the network on lane i and leaving it on
lane j. For each time step, we draw samples z;; of a
uniform distributed random variable Z ~ U(0, 1) and,
if z;; < fij, a vehicle starts driving from lane i to lane
Jj. We use stochastically chosen frequencies for the
training of the controller to model different traffic sce-
narios and make it less prone to changes of the envi-
ronment. Additionally, it seems more realistic to as-
sume that vehicles are not entering the system in equal
time periods. The entries f;; are summarized in a fre-
quency matrix F.

The RL controller is trained in stochastic scenar-
ios based on frequency matrix F and we compare it
with a typical static traffic light switching program.
This static controller is based on a realistic fixed cy-
cle time of 90s and aims at avoiding collisions and
achieving high values of traffic flow.

Results. First, in Figure 5, results are shown from
both a scenario with the static controller and with the
RL-based controller. Most of the time steps, the RL
controller achieves a higher average speed over all ve-
hicles which indicates that it can outperform the static
controller on a frequency that it is trained on.

Next, we compare both controllers on differ-
ent frequencies of incoming vehicles. That is, we
multiply each entry of F with a fixed value k €
{0.5,0.55,0.6,...,1.45,1.5} and simulate 20 scenar-
ios for each scaling step. In Figure 6, we compare
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Figure 5: RL agent and static 90s controller in terms of the
average speed [m/s] over all vehicles for one scenario that
was created with frequency matrix F and fixed stochastic
seed.
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Figure 6: The RL controller is trained on frequency matrix
F of incoming vehicles and the frequencies are scaled from
0.5F up to 1.5F. For each scaling step 20 simulations are
calculated and the RL agent and the static 90s controller are
compared in terms of the average [m/s] over all vehicles
and simulations.

the average speed over all vehicles and the entire time
horizon of all simulations for each value k. We ob-
serve that the RL controller increases traffic flow es-
pecially for low frequencies of incoming vehicles but
also outperforms the static controller for all other sim-
ulated scenarios. As the RL agent obtains real-time
information about its traffic environment, it is more
capable of adjusting the phases to scenarios where ve-
hicles are entering more frequently from one direction
or with varying time gaps.

For a higher number of incoming vehicles, the
impact of these effects decreases, and, because the
RL agent has been trained on frequency matrix F, it
is more often confronted with scenarios that not oc-
curred during training. However, the results are very
remarkable as the RL agent optimized traffic flow
without any insights about the traffic environment
before optimization such that the observations made
during several rollouts were sufficient to achieve de-
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sirable results for all considered scenarios.

S SUMMARY AND DISCUSSION

After introducing microscopic car-following models
and reinforcement learning (RL) in the framework of
Markov Decision Processes (MDPs), we have com-
bined them, to optimize traffic flows with RL agents.
We have shown that these agents are able to control
autonomous vehicles or traffic lights, to lead other ve-
hicles more fluently through different road networks.
By all means, the RL agents in our set-ups rely on
data that, right now, is typically not fully accessible
on a real-time basis like we assumed in the experi-
ments. But currently, there are huge developments on
both, the vehicle and network technology side, and,
therefore, it seems realistic to expect the experiments
of this work, to be applicable to real-world situations
in the near future.

We stress that, in our view, the results are very re-
markable because the agents do not rely on any prior
knowledge about the traffic environment, but only on
observations they have made during several simula-
tions. For complex road networks like the consid-
ered Opel-roundabout, static traffic light systems have
to be optimized over years by applying heuristic ex-
perience and very costly analysis or time-consuming
observations. Hence, we expect RL (or other data-
driven) controllers, that have been trained and opti-
mized with simulations, to be capable of outperform-
ing static controllers for different road networks in
real-world applications.

It is important and crucial to point out that the
transfer and the application, respectively, of RL con-
trollers to the real world is a substantial challenge,
which is far from being understood and fully solved.
The classical training requires the possibility to run
controllers with poor performance, which is in reality
and, especially, in safety-relevant situations, like traf-
fic with humans involved, merely impossible. Train-
ing in a virtual environment, as we have done it
here, and transferring the trained controller afterwards
would require a very good and guaranteed match be-
tween the virtual environment and reality. In litera-
ture, there are approaches and investigations that are
concerned with so-called offline reinforcement learn-
ing (Levine et al., 2020). Moreover, it is necessary to
guarantee both accuracy and stability for the RL con-
trollers, which is, at least partially, an open task as
well. Last, not least, even the reproducibility of RL
training approaches is currently an ongoing research
(Henderson et al., 2018).

In this work we have shown, that RL can be ap-
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plied to traffic control with methods, that are rather
straightforward to implement and that are able to
achieve satisfying results with limited computational
capacity. In the RL field, however, currently there are
several different optimization algorithms, that have
proven, to reach even better results in other applica-
tions (Duan et al., 2016). Accordingly, more sophisti-
cated structures like deep neural nets could also be ap-
plied here for the policy representation in traffic flow
control. While they are able to model more complex
relations between state and control space, on the one
hand, they also lead, on the other hand, to an increase
of parameters in the policy vector 8 and may lead
to more time-consuming computations. Additionally,
complex structures can decrease the explainability of
the obtained solution.

As future work, we plan to investigate the perfor-
mance, robustness and stability of the proposed ap-
proach, especially for extreme traffic scenarios (e.g.
vehicles only enter the traffic network from one lane
or occurrence of emergency vehicles). Moreover, we
intend the application of further controller models as
well as a detailed comparison to existing approaches.
Furthermore, we will study the enhancement of the
model-free and data-driven RL approach, as consid-
ered in this paper, with physics-based traffic mod-
elling and control, to improve both, the controller’s
performance and interpretability.
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