Conversational Interfaces in Serious Games: Identifying Potentials and Future Research Directions based on a Systematic Literature Review

Barbara Göbl¹, Simone Kriglstein¹,² and Helmut Hlavacs¹

¹Faculty of Computer Science, University of Vienna, Austria
²Faculty of Informatics, Masaryk University, Czech Republic

Keywords: Natural Language Interfaces, Conversational Interfaces, Conversational Agents, Chatbots, Pedagogical Agents, Serious Games, Game-based Learning, Player-Computer Interaction.

Abstract: Conversational interfaces have become a popular approach to human-computer interaction in recent years. While currently often employed in a business context or as personal assistants, recent advances show that their application potential goes far beyond that. The following paper presents a systematic literature review on the integration of conversational interfaces using natural language in serious games. We provide an overview of application domains, designer’s motivations and reasoning. Finally, we summarize potentials and pitfalls of this technology in serious games, identify research gaps and suggest directions for further research.

1 INTRODUCTION

In recent years, conversational interfaces (CIs), often also referred to as chatbots, have received increased attention as a means to create engaging human-computer interactions, guaranteeing ease-of-use and promising new, exciting experiences (Zadrozny et al., 2000; Følstad and Brandtzæg, 2017). Additionally, the popularity of messaging platforms not only provides developers with a wide range of implementation options but also underlines the wide-spread use of CIs (Shevat, 2017; Smutny and Schreiberova, 2020).

Among the many application domains, educational approaches are of increasing interest. We want to explore a specific field in this area, namely serious games (SGs). This paper focuses on the implementation of serious game CIs as natural language interfaces (NLIs), which allow the players to interact with the game based on text or speech. This approach may complement game-based learning in promising new ways, such as addressing the often daunting amounts of text in SGs by adding interactive dialogue. Additionally, pedagogical chatbots might profit from an engaging game environment to invite players to interact with them. In the course of this work, we aim to answer the following research questions:

RQ 1: What potentials and drawbacks does the combination of natural language-based conversational interfaces and serious games hold?
RQ 2: What aspects of natural language-based conversational interfaces in serious games need further examination?

The following paper will present a short background on CI classification and evaluation, leading up to a closer examination in the field of SGs. We conducted a systematic literature review and provide an analysis of the application of game-based learning, conversational agents and NLIs and summarize findings from presented evaluations. We identify promising new areas, potential pitfalls and point out how future projects may contribute to further bridge the use of NLIs and game-based learning.

2 BACKGROUND

This section will provide a short background on conversational systems, or chatbots, reflecting both the trends described above and the focus of the literature review presented below. To allow for a systematic approach to this broad field, we examine the roles such systems undertake, i.e. their intended purpose, the modalities, i.e. types of interfaces, how they are implemented and eventually, evaluated.

Conversational interfaces may be differentiated...
according to their goals, namely task and non-task oriented (Chen et al., 2017). While the former serves a specific purpose, the latter mainly aims to entertain and chat with the user. Educational conversational agents may be considered as a subcategory of task-oriented approaches (Taouil et al., 2018). Conversation may be user- or agent-driven (Følstad et al., 2018) and is implemented in different modalities: voice- or text-based modes (Shevat, 2017; Hussain et al., 2019; Piccolo et al., 2018), or even rich interfaces that integrate buttons, text and graphics to support conversations (Shevat, 2017). Eventually, designers will also have to decide on the technical foundation of the system. Next to considerations regarding technical infrastructure and implementation platform, three types of dialogue handling have been identified: rule-based approaches, retrieval-based approaches and generative-based approaches (Hussain et al., 2019; Chen et al., 2017; Adiwardana et al., 2020). Technical implementation is strongly dependant on the types of interaction, tasks and other requirements.

Evaluation of conversational interfaces spans a large spectrum of aspects and techniques and has been extensively surveyed in previous work (see e.g. (Peras, 2018; Ren et al., 2019)). Considering the claim that conversational interfaces might be the next logical step in interface design (Shevat, 2017), one may use established usability metrics such as effectiveness, efficiency and satisfaction. A recent study refines this approach and maps metrics to usability characteristics effectiveness (e.g task completion, accuracy, expert and users assessment), efficiency (e.g. task completion time, mental effort, communication effort) and satisfaction (e.g. ease-of-use, context-dependent questions, 'want to use again') (Ren et al., 2019). A further point of discrimination is the time at which the CI is evaluated: many of the mentioned evaluation techniques focus on a finished product, while some used evaluations as an intermediary step in design (Maroensgit et al., 2019). Especially in iterative processes, intermediary evaluations might help to adapt the design and be based on low- or high-fidelity prototypes, or even help to plan the implementation. As an early step in the design of conversational interfaces, so called Wizard of Oz studies may be applied. In these studies, a human (the wizard) takes over the role of the bot and controls the dialogue with the user (Dahlbäck et al., 1993).

Regarding games, dialogue and chat-based interaction have a long history, ranging from text-based adventures to dialogue-rich modern day games. However, their integration into serious games and the integration of natural language processing certainly poses a set of new challenges and tasks for this technology. In an educational context, conversational interfaces have been implemented for various applications. For example, as a motivational tool in language learning courses (Fryer et al., 2017), to lower barriers for teenagers in sex education (Crutzen et al., 2011) or to address psychological issues, such as stress release or to remedy symptoms of depression and anxiety (Patrick et al., 2017; Huang et al., 2015). However, these approaches do not provide a game environment that embeds these conversations and are not further scrutinized in this paper.

3 METHODOLOGY

To identify and analyse works that implement conversational interfaces in a game setting, we conducted a systematic literature review. Following query was used: ("chat bot" OR "chatbot" OR "chatbot" OR "dialogue system" OR "conversational agent" OR "conversational agents" OR "natural language") AND ("serious games" OR "serious game" OR "game-based learning" OR "purposeful games"). A search in databases SCOPUS, IEEE Explore, ACM Digital Library, SpringerLink resulted in a total number of 124 papers. After elimination of duplicates and further analysis, a body of $N = 30$ works matched the criteria of NLIs embedded in serious games. Publication years ranged from 2008 to 2020. As can be seen in Table 1, some papers described different aspects of the same NLI. Overall, the body of work described 23 individual conversational agents. Different implementations or iteration steps where treated as separate entries in Table 1, whereas papers describing different aspects of the same implementation where summarized in one entry. After closer inspection, we found that 13 of these works presented evaluations that included aspects of the integrated NLI. Thus, a total of 17 papers focused on description of design, architecture and implementation or uses cases or evaluated unrelated aspects of the serious game. Due to their similar motivations and the holistic evaluations, solutions where only parts of the conversational interface where based on natural language interaction were considered as well.

4 RESULTS

Below, we analyse the resulting body of work ($N = 30$) regarding application domains, types of evaluation, and specific purpose of the integrated conversational interfaces. To summarize how CIs may sup-
Table 1: Overview of the analysed body of literature.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Purpose</th>
<th>Motivations</th>
<th>Application Domain</th>
<th>Eval</th>
<th>Eval.Lvl</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EA</td>
<td>soc &amp; comm</td>
<td>sim</td>
<td>Health, Mental Health</td>
<td></td>
<td></td>
<td>(Augello et al., 2016c), (Augello et al., 2016a), (Augello et al., 2016b)</td>
</tr>
<tr>
<td>EA, text</td>
<td>know</td>
<td>imm, learn</td>
<td>History and Cultural Heritage</td>
<td></td>
<td></td>
<td>(Bellotti et al., 2011)</td>
</tr>
<tr>
<td>EA</td>
<td>know</td>
<td>imm, learn</td>
<td>History and Cultural Heritage</td>
<td></td>
<td></td>
<td>(Bellotti et al., 2008)</td>
</tr>
<tr>
<td>rich</td>
<td>controls</td>
<td>eng</td>
<td>IT Literacy</td>
<td>yes</td>
<td>1, 2</td>
<td>(Berger et al., 2019)</td>
</tr>
<tr>
<td>EA, text</td>
<td>soc &amp; comm</td>
<td>sim</td>
<td>General Professional Skills</td>
<td>yes</td>
<td>1</td>
<td>(Callejas et al., 2014)</td>
</tr>
<tr>
<td>text</td>
<td>assess, analyse</td>
<td></td>
<td>Microbiology</td>
<td></td>
<td>2</td>
<td>(Carpenter et al., 2020)</td>
</tr>
<tr>
<td>voice</td>
<td>assess, analyse</td>
<td></td>
<td>Speech Analysis</td>
<td></td>
<td></td>
<td>(Corrales-Astorgano et al., 2018)</td>
</tr>
<tr>
<td>EA, text</td>
<td>interact</td>
<td>eng, mot</td>
<td>Politics &amp; Law</td>
<td></td>
<td></td>
<td>(Economou et al., 2014),(Economou et al., 2015)</td>
</tr>
<tr>
<td>EA</td>
<td>know</td>
<td>sim, learn</td>
<td>Research Skills</td>
<td>yes</td>
<td>Other</td>
<td>(Forrsyth et al., 2015)</td>
</tr>
<tr>
<td>EA</td>
<td>soc &amp; comm</td>
<td></td>
<td>General Professional Skills</td>
<td></td>
<td>Other</td>
<td>(Jepp et al., 2010)</td>
</tr>
<tr>
<td>EA, voice</td>
<td>learn</td>
<td></td>
<td>Microbiology</td>
<td>yes</td>
<td>2</td>
<td>(Lee et al., 2010)</td>
</tr>
<tr>
<td>EA, text</td>
<td>know</td>
<td>imm</td>
<td>History and Cultural Heritage</td>
<td>yes</td>
<td>1, 2</td>
<td>(Mori et al., 2013)</td>
</tr>
<tr>
<td>EA, voice</td>
<td>know</td>
<td>imm, learn</td>
<td>History and Cultural Heritage</td>
<td>yes</td>
<td></td>
<td>(Neto et al., 2015)</td>
</tr>
<tr>
<td>text</td>
<td>soc &amp; comm</td>
<td>sim</td>
<td>General Professional Skills</td>
<td></td>
<td></td>
<td>(Othlinghaus and Hoppe, 2016)</td>
</tr>
<tr>
<td>EA</td>
<td>interact</td>
<td>imm, ia</td>
<td>History and Cultural Heritage</td>
<td></td>
<td></td>
<td>(Panzoli et al., 2010)</td>
</tr>
<tr>
<td>EA, voice</td>
<td>interact</td>
<td>sim, imm, learn</td>
<td>Language Learning</td>
<td></td>
<td></td>
<td>(Powers et al., 2008)</td>
</tr>
<tr>
<td>text</td>
<td>sim</td>
<td></td>
<td>Plastics Industry</td>
<td>yes</td>
<td></td>
<td>(Rojas-Barahona and Cerisara, 2014)</td>
</tr>
<tr>
<td>voice</td>
<td>assess, analyse</td>
<td></td>
<td>Disaster Awareness</td>
<td></td>
<td>1</td>
<td>(Semet and Demir, 2019)</td>
</tr>
<tr>
<td>EA, voice</td>
<td>controls</td>
<td></td>
<td>IT Literacy</td>
<td></td>
<td></td>
<td>(Stefanidi et al., 2020)</td>
</tr>
<tr>
<td>EA</td>
<td>eng, mot</td>
<td></td>
<td>Health, Mental Health</td>
<td>yes</td>
<td>1</td>
<td>(Toma et al., 2018)</td>
</tr>
<tr>
<td>text</td>
<td>assess, analyse</td>
<td></td>
<td>General</td>
<td>yes</td>
<td>1</td>
<td>(Toncu et al., 2020)</td>
</tr>
<tr>
<td>voice</td>
<td>assess, analyse</td>
<td></td>
<td>General</td>
<td>yes</td>
<td>1</td>
<td>(Toncu et al., 2020)</td>
</tr>
<tr>
<td>text</td>
<td>controls</td>
<td></td>
<td>General</td>
<td></td>
<td></td>
<td>(Torrente et al., 2012)</td>
</tr>
<tr>
<td>EA, text</td>
<td>soc &amp; comm, assess</td>
<td>sim</td>
<td>General Professional Skills</td>
<td>yes</td>
<td></td>
<td>(Vaassen and Daelemans, 2010)</td>
</tr>
<tr>
<td>text</td>
<td>know</td>
<td>learn</td>
<td>Microbiology</td>
<td>yes</td>
<td>1, 2</td>
<td>(Wiggins et al., 2019)</td>
</tr>
</tbody>
</table>

**Modality:** EA = embodied agent; **Purpose:** soc & comm = social and communication skills, know = present knowledge, controls = language-based commands, interact = learning through interaction, assess, analyse = automated assessment and analysis; **Motivation:** sim = simulate interaction, imm = immersion learn = improve learning outcome, eng = engagement, mot = motivation, ia = improve interaction, acc = accessibility, **Evaluation Level:** 1 - reaction, 2 - learning (Kirkpatrick and Kirkpatrick, 2006)
port the goals of the serious game, we further supplement this data with the motivations the authors state for the integration of a CIs. We considered motivations if explicitly mentioned or if authors underlined these aspects in relevant related works. Purposes of the bots where categorized based on our analysis of the examined works and summarized into 5 categories describing the NLI’s task within the serious game: training social and communication skills, presenting knowledge via dialogue, learning through interaction, game controls, and assessment and analysis of player-provided data. Analysed works implemented NLIs using three different modalities, namely embodied agents (EA), text-based and voice-based interfaces. Some works did not explicitly state whether their design relies on voice- or text-based interaction.

4.1 Application Domains, Purpose and Motivations

The analysed body of work suggests a broad range of applications domains, ranging from health and mental environments that allow the player to observe, explore and interact in self-determined approaches (Powers et al., 2008; Panzoli et al., 2010). A number of reviewed works (n = 6) also includes speech- or text-based interfaces to gather natural language data as a basis for assessment and analysis, regarding e.g. the depth of reflection. Furthermore, NLIs often fulfill tasks related to game progress and navigation, e.g. by handling natural language player commands (n = 3).

Provided details on the technical implementations varied widely in the examined works, thus complicating overall comparison. However, stated techniques included AIML (Artificial Intelligence Markup Language)\(^1\) (Augello et al., 2016c; Othlinghaus and Hoppe, 2016), text-retrieval based approaches and metrics (e.g. ITF-IDF, (Bellotti et al., 2011; Mori et al., 2013)) or the use of external solutions and service providers such as Google Dialogflow\(^2\) (Tironi et al., 2019), wit.ai\(^3\) (Toncu et al., 2020) or the Microsoft Bot Framework\(^4\) (Berger et al., 2019). For automated assessment and analysis, toolkits such as scikit-learn\(^5\) (Carpenter et al., 2020) and openSMILE\(^6\) (Corrales-Astorgano et al., 2018) were used.

4.2 Evaluation and Findings

Most papers present an evaluation of the overall experience and do not look at the CI’s and serious game’s aspects separately. Thus, we based our analysis of the level of evaluation on the model of training evaluation (Kirkpatrick and Kirkpatrick, 2006).

Evaluations focusing on Kirkpatrick’s first level, which relates to the players’ “reaction” to the serious game, mostly concentrated on feedback regarding usability and satisfaction of the overall serious game. Evaluation of affective interaction, emotion classification and inducing emotion suggested that NLIs support the cause of affective interaction. One study found that combined verbal and non-verbal behaviour of embodied agents successfully conveyed social attitudes during virtual job interviews: In order to challenge and comfort the player, the embodied agent and its CI managed to support the portrayal of friendly, neutral and hostile attitudes (Callejas et al., 2014). By manipulation affect in pedagogical agents’ discourse, simulating different moods, researchers managed to find a correlation between learner’s arousal levels and learning outcomes (Forsyth et al., 2015).

Additionally, pointing out the relevance of emotional aspects, different machine learning algorithms have been tested to identify optimal approaches to emotion classification based on natural language input (Vaassen and Daelemans, 2010). A model trained with manually annotated emotion classifications for sentences helped to identify a memory-based approach, TiMBL (Daelemans et al., 2005), as best machine learning solution to automate this task. Similarly, in an assessment of reflection-level of natural language input, written in-game, the potential of

---

\(^1\)http://www.aiml.foundation/
\(^2\)https://cloud.google.com/dialogflow
\(^3\)https://wit.ai/
\(^4\)https://dev.botframework.com/
\(^5\)https://scikit-learn.org/stable/
\(^6\)https://www.audeering.com/opensmile/
various algorithms to accurately determine reflection level in natural language data is demonstrated (Carpenter et al., 2020). Usability tests in regard to the overall game setting including CIs report positive attitudes and interest towards the chosen learning approaches (Mori et al., 2013; Toma et al., 2018) and report feedback commending entertainment factor and the innovative approach (Toncu et al., 2020). However, these works also demonstrate some drawbacks of the approach: for one, participants in a case study including automated assessment reported that they lack feedback to understand the automated process (Toma et al., 2018). For another, around 50% of participants in one study reported negative feelings about mismatched answers and a system’s failure to correctly interpret commands (Toncu et al., 2020). In the game “Communicate”, a system to provide highlighting of suggested dialogue options based on natural language input and hints in case of no-match scenarios was tested and found to have little effect on user behaviour and outcome (Lala et al., 2019). However, the authors find that providing open-text input possibilities increased the interaction with the system. "Privacity", which provides a mostly text-based interaction based game, reports some of the common issues that serious games face: user characteristics, such as game play frequency and game play skills, may strongly influence user satisfaction in that frequent players report lower satisfaction scores (Berger et al., 2019). Nevertheless, the authors report positive learning outcomes in self-report studies. A further proof-of-concept has been delivered by means of a Wizard of Oz study that finds a positive impact of NLIs on learning (Lee et al., 2010). Another preliminary study cautiously supports the claims of improved learning and good satisfaction ratings (Neto et al., 2015) and points out that this approach shows better learning than presentation-based approaches. However, in another study comparing reading to a serious game implementing an intelligent dialogue system, the latter showed lower rankings in user reported learning outcomes and equal rankings in expert evaluations (Mori et al., 2013). Finally, a study investigating mixed initiative vs. no agent initiative settings showed that the former resulted in higher engagement but there was no overall difference in learning or frustration scores (Wiggins et al., 2019).

5 DISCUSSION

This paper aims to provide insights into the underpinnings of natural language interfaces in serious games. While several works stress the potential of this technology, a number of aspects needs further investigation. Below, we first aim to point out our findings in regard to RQ 1: "What potentials and drawbacks does the combination of natural-language-based conversational interfaces and serious games hold?". Thus, we discuss promising aspects of CIs in serious gaming environments but also to identify what issues need resolving. Subsequently, we address RQ 2, "What aspects of natural-language-based conversational interfaces in serious games need further examination?", by identifying areas that have not been sufficiently examined and may be promising for future research.

5.1 Identified Potentials and Drawback of Serious Game Chatbots

Below, we aim to summarize findings and applications of NLIs in games and point out what potentials are identified in previous literature. Similar to Brandtzæg’s analysis of chatbot user motivations (Brandtzæg and Følstad, 2017), reaching from productivity or entertainment to social motivations and curiosity, one might take a closer look on the motivations for serious game designers to include these systems. As pointed out previously, dialogue is a promising way to enhance text-based learning with more interactivity and reduce the stigma of supposedly boring reads (Bellotti et al., 2011). Additionally, the high amount (n = 16) of implementations in the form of embodied agents further adds to the potential gain of natural language based interaction in serious games. This may be attributed to previous findings such as the 'embodied agent effect’ (Atkinson, 2002) which reports increased motivation and learning through social agents in the form of faces or embodied agents that also add non-verbal cues. These agents not only improve interaction but support social elements as well (Augello et al., 2016c). A fact that is underlined by the various implementations tasking the agents, or other NLIs, in the above described studies with training social and communicative skills or simulating human-human interaction. Thus, this technique provides a safe environment for professional training and enables researchers and companies to simulate otherwise costly human resources in training and experiments (Forsyth et al., 2015; Augello et al., 2016b). A further interesting application for research is demonstrated by works using these techniques for automated assessment and analysis (Carpenter et al., 2020; Corrales-Astorgano et al., 2018; Vaassen and Daelemans, 2010). This is also promising for adaptive systems, such as intelligent tutoring systems.

However, our analysis also finds some drawbacks and pitfalls when integrating NLIs in serious games.
Especially in assessment tasks, the provided feedback is not always comprehensible for players (Toma et al., 2018), potentially hindering acceptance. Furthermore, no-match scenarios, in which the system cannot identify a matching answer, or mismatch scenarios represent an additional challenge. This is reflected in above discussed findings (Toncu et al., 2020), where 50% of participants report problems during interaction with the voice-based chatbot that failed to interpret commands correctly or did not follow them as expected. Previous literature also points out, that users’ initially enthusiastic engagement with bots is often thwarted quickly if expectations are not met (Piccolo et al., 2018). Especially considering the many motivations discussed above, ranging from realistic virtual actors to improved immersion, these scenarios might interfere with the game’s success - on both the level of usability and learning outcome. In line with recent suggestions (Jain et al., 2018), it might be helpful to clarify in advance what tasks and interactions the CI is able to handle and what its limits are.

Last, but not least, choices regarding implementation can only be made with the available resources in mind: available platforms, budget and of course, if applicable, whether data-driven implementations can be built on sufficiently large data sets. Previous work mentions, that this approach might currently not always be feasible due to the lack of available training data for specific use cases (Lala et al., 2019). Thus, applications embedded in a learning context might have more difficulty to train their bots than commercial or open-domain bots. This might be addressed by continuous training or narrowing down the type of questions and answers that the bot will provide (Gonda et al., 2018).

5.2 Research Gaps and Future Directions for Research

Especially in the field of evaluation many opportunities present themselves to future research. In serious game evaluation, the ultimate goal is to scrutinize a game’s suitability and effectiveness regarding its goals and application setting (Emmerich and Bockholt, 2016). This underlines the approach of most of the above discussed works, that do not evaluate the NLI separately but take a holistic approach. However, comparative evaluation of solutions with or without the interface might provide helpful data to consider the costs and benefits of developing CIs for serious games. Generally speaking, as the area of NLP in serious games is still a rather young field, spurred on by the constant advancements of NLP technology, it still lacks systematic classification, categorization, evaluation or general guidelines for future practitioners and researchers.

5.3 Limitations

Due to the varying level of detail provided in the analysed body of work, we tailored our overview to a level that would allow all works to be considered and categorised. This results in rather high-level categories in our analysis which may not fully represent data in more detailed works and does not fully accommodate previously introduced evaluation categories as discussed in section 2. Furthermore, the focus on conversational interfaces and may not fully consider all relevant aspects in a complex environment such as game-based learning and interaction. Motivations to combine natural language interfaces and game-aspect might profit from a further inspection of such interfaces in entertainment games, which was beyond the scope of this work.

6 CONCLUSION

The presented paper allows insights into application of natural language interaction and processing in the field of serious games. The examined body of literature points out many potentials of this combination, e.g. in terms of supporting immersion, engagement or learning outcome. However, this rather young field of research might profit from a more systemic approach based in the many preceding works regarding conversational interfaces.
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