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Abstract: The NB-IoT is a brand-new narrowband IoT technology based on cellular networks. It is an international standard defined by the 3GPP organization. It can be widely deployed worldwide. It focuses on low-power wide area networks and operates based on licensed spectrum. It can be directly deployed in the LTE network with low deployment costs and smooth upgrade capabilities. One of the most influencing factors in NB-IoT networks is time delay, which affects the system performance. Therefore, this paper proposes an efficient algorithm to estimate such factor based on the idea of ICI cancellation method to gradually mitigate the interference between signals in each cell. The proposed algorithm deploys time-frequency cross-correlation overlapping in each iteration based on the conventional correlation method to further enhance the time delay estimation accuracy. Furthermore, based on the noise threshold, a first arrival path algorithm is proposed to eradicate the multipath fading. Simulation results show that the proposed algorithm can effectively improve the time delay as compared with existing algorithms.

1 INTRODUCTION

The Narrowband Internet of Things (NB-IoT) proposed in the 3GPP R14 standard supports the following base station settings:


Taking comprehensive consideration of terminal complexity, network capacity, cost and resources, and positioning scenarios, if the OTDOA positioning method is adaptively improved, it can make it more universal than other positioning methods and more suitable for a large number of NB-IoT nodes. The positioning cost requirements. The positioning method based on OTDOA mainly measures the time delay estimation (TDE) value of 3 or more cell positioning reference signals (PRS) reaching the positioning terminal, and estimates the position of the terminal when the position of each base station is known. Delay estimation is a very important factor in the positioning of NB-IoT based on OTDOA.

The representative of the classic delay estimation algorithm is the cross-correlation method (Knapp, 2003), which estimates the signal delay by searching for the correlation peak between the local PRS signal and the received signal. Power consumption and low cost are required, but the accuracy of time delay estimation is seriously affected by the system sampling rate, which makes it not suitable for accurate positioning of NB-IoT devices with a low sampling rate (i.e. 1.92 MHz). The super-resolution delay estimation algorithm (Deng, 2020; Saraereh, 2020; Gu, 2017) increases the cost of IoT devices due to complexity issues and affects its power consumption. In addition, due to the building and terrain, the structure of the mobile communication channel is complicated. The PRS signals sent by different cells reach the positioning terminal through multiple paths. In this process, the signals between the cells interfere with each other, and the signals in the cells are also due to multipath effects. Will be affected by non-line-of-sight (NLOS) (Shahjehan, 2020), these factors will cause delay estimation errors and even obvious errors. Many scholars have proposed some algorithms to suppress the influence of NLOS and eliminate inter-cell interference (Lee, 2018; Khan, 2018; Hu, 2017), but most of these algorithms are more complex, such as the continuous interference elimination based on expectation maximization (EM-SIC) Algorithm, which will cause relatively large system overhead. Although some existing time delay estimation algorithms based on cross-correlation (Ye, 2016; Sun, 2016; Jameel, 2019) have improved accuracy, they fail to...
systematically consider inter-cell signal interference and NLOS effects.

In response to the above problems and combined with the 3GPP R14 standard, this paper proposes a delay estimation algorithm based on inter-cell interference cancellation. On the one hand, the algorithm separates the delay estimation of the serving base station and neighboring base stations, first reconstructs the received signal from the serving base station, and on this basis, eliminates the strong interference of the serving base station signal, and then uses the iterative continuous interference cancellation algorithm to gradually remove the received signal. The mutual interference between signals from neighboring base stations. On the other hand, in order to break through the limitation of low sampling rate, this paper proposes a time-frequency cross-correlation overlapping delay estimation algorithm (F&T_TDE) on the basis of traditional correlation algorithms, which mainly includes the following two stages:

In the first stage, multiple OFDM symbols are combined to obtain a preliminary time delay estimation value using related algorithms, and the first path search algorithm based on noise threshold is used to suppress the impact of multipath effects.

In the second stage, a part of the received signal is selected for interpolation processing to obtain an accurate time delay estimate. In addition, considering the extreme conditions in the project implementation, there may be less than 3 locating base stations, which makes the algorithm proposed in this paper unable to estimate the location of the terminal equipment. An auxiliary positioning algorithm to deal with such situations. Common non-base station positioning algorithms include GPS positioning, anchor node positioning, fingerprint positioning and other methods. Taking into account the low power consumption, low-cost characteristics of NB-IoT, and the total cost of positioning, the introduction of anchor node positioning is more practical. Finally, several commonly used performance indicators of the time delay estimation algorithm and the performance of auxiliary positioning are analyzed through simulation, and the feasibility of the proposed algorithm is verified.

2 SYSTEM MODEL

According to the 3GPP protocol (Staniec (2020)), the PRS signal should be transmitted in $N_{PRS}$ consecutive positioning subframes, where $N_{PRS}$ is configured by a higher-level protocol, referring to the principle of PRS generation in the 3GPP protocol, it can be obtained that when $LN \leq n < (l + 1)N$, the time domain PRS signal is

$$s_{p,l}(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} S_{p,l}(k)e^{\frac{2\pi n k}{N}}$$  \hspace{1cm} (1)

Among them, $p = 0$ indicates that the signal comes from the serving base station, $p = 1, 2, \ldots, P - 1 \ P$ indicates the number of base stations involved in positioning) indicates that the signal comes from different neighboring base stations. A wireless subframe has 2 time slots, and a time slot includes 7 OFDM symbols, then the number of OFDM symbols in a positioning subframe is $L = 14$, $l \in \{0, 1, 2, \ldots, L\}$. $N$ represents the length of inverse fast Fourier transform (IFFT); $S_{p,l}(k)$ is the frequency domain PRS signal corresponding to the $l$ OFDM symbol of the $p$ base station after resource mapping. After adding a guard interval of $N_{CP}$ in length, the corresponding PRS signal sent in the time domain is expressed as, $S_{p,l}(n)$. The transmitted signal reaches the receiving end through $M$ paths, and the received signal in the time domain of path $m$ for the $l$th OFDM symbol corresponding to the NB-IoT device terminal is

$$y_{p,m}^l(n) = \beta_{p,m}^m h_{p,m}^m(n) s_{p,l}(n - r_{p,m})$$  \hspace{1cm} (2)

Where, $LN' \leq n < (l + 1)N'$, $N' = N + N_{CP}$; $h_{p,m}^m(n) = h_{p,m}^m e^{\frac{2\pi n m}{N'}}$, $\beta_{p,m}^m$ and $h_{p,m}^m$ are the amplitude attenuation factor and initial amplitude of the $m$th branch of the signal sent by the $p$th cell, respectively; $r_{p,m}$ is the delay number of the branch path. Adding the noise $w(n)$ in the channel, the final total signal received at the equipment terminal is

$$y(n) = \sum_{p=0}^{P-1} \sum_{l=0}^{L-1} \sum_{m=0}^{N_{CP}'} y_{p,m}^l(n) + w(n)$$  \hspace{1cm} (3)

Let $r_{p,l}(n)$ denote the signal, $S_{p,l}(n)$ and the cross-correlation function of $y(n)$, as shown in equation (4).

$$r_{p,l}(n) = E[S_{p,l}(n)y(n)] = R_s(n - r_{p,l})$$  \hspace{1cm} (4)

From the Hermit property of the autocorrelation function and the characteristic that the origin reaches the maximum value (Jabeen (2019)), that is

$$\begin{align*}
&(R_s(\tau) = R_s'(t) \\
&|R_s(\tau)| \leq R_s(0)
\end{align*}$$  \hspace{1cm} (5)

It can be seen from equation (5) that when $n = r_{p,l}$, then $r_{p,l}(n)$ takes the maximum value, and the initial delay number $r_{p,init}$ is subtracted, and finally
the delay estimate is obtained, \( \hat{\tau}_{p,t} \) is shown in equation (6).

\[
\hat{\tau}_{p,t} = (\tau_{p,t} - \tau_{p,\text{init}})T_s
\]

Among them, \( T_s \) represents the time interval of sampling points.

### 3 PROPOSED ALGORITHM

From equations (2) to (5), it can be seen that in the process of delay estimation, the following three problems are mainly faced: 1) Interference from signals sent by other base stations; 2) The influence of NLOS caused by its own multipath effect; 3) NB-IoT has a low sampling rate, which seriously affects the precision of traditional correlation delay estimation algorithms. In response to the above problems, the Inter-Cell Interference Elimination Algorithm (I\_SIC) is introduced to eliminate the mutual interference between signals in multiple iterations. In each iteration, the F\&T\_TDE algorithm is used to estimate the delay estimation value, and the optimal delay is selected at the end of the iteration. The estimated value is substituted into the positioning solution algorithm to estimate the position coordinates of the terminal. In addition to the above three problems, in the real environment, there may be a situation where the number of positioning base stations is less than three and the algorithm may fail. Therefore, a supplementary algorithm is given in section 3.4 to deal with this special situation. When the number of base stations is greater than 3, the main body delay estimation algorithm is used, and the Chan algorithm (Chan, 1994) is used for positioning solution; otherwise, the auxiliary positioning algorithm is used. The overall idea of this article and the main body of the NB-IoT delay estimation algorithm architecture based on inter-cell interference cancellation is shown in Figure 1.

3.1 Algorithm Flow

The cell reference signal (CRS) is continuously sent, and the CRS signal sent by the serving base station is less interfered by other base station signals. Therefore, the CRS signal is used to estimate the channel of the serving base station and the user terminal before receiving the PRS signal (Weng, 2010). The method for processing the estimated time delay from each base station to the terminal is as follows: First, use the CRS signal to estimate the channel state between the serving base station and the terminal. Second, at the receiving end, receive the PRS signals from each base station, and use the existing channel state between the serving base station and the terminal to reconstruct the PRS signal of the serving cell at the receiving end, and use the F\&T\_TDE algorithm to estimate the time delay of the serving base station; Finally, the reconstructed PRS signal from the serving base station is subtracted from the total received PRS signal to eliminate its influence on the delay estimation of the neighboring base station. On this basis, a continuous iterative interference cancellation algorithm is used to gradually eliminate the signal between neighboring cells. At the same time, the F\&T\_TDE algorithm is used to estimate the delay of the serving base station.

**Algorithm 1: Proposed algorithm for delay estimation.**

<table>
<thead>
<tr>
<th>Initialization:</th>
<th>( y_{0,1}(n) \leftarrow y(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>if ( p = 0 )</td>
</tr>
<tr>
<td>2:</td>
<td>( N_i \leftarrow 1, q \leftarrow 1 )</td>
</tr>
<tr>
<td>3:</td>
<td>Determine ( \hat{\tau}_{0,1} )</td>
</tr>
<tr>
<td>4:</td>
<td>( \tau_0 \leftarrow \hat{\tau}_{0,1} )</td>
</tr>
<tr>
<td>5:</td>
<td>Determine ( y'_{p,q}(n) )</td>
</tr>
<tr>
<td>6:</td>
<td>Obtain ( y_{p+1,q}(n) \leftarrow y_{p,q}(n) - y'_{p,q}(n) )</td>
</tr>
<tr>
<td>7:</td>
<td>Else</td>
</tr>
<tr>
<td>8:</td>
<td>for ( q = 1 ) to ( N_i )</td>
</tr>
<tr>
<td>9:</td>
<td>for ( p = 1 ) to ( P - 1 )</td>
</tr>
<tr>
<td>10:</td>
<td>Determine ( \hat{\tau}_{p,q} )</td>
</tr>
<tr>
<td>11:</td>
<td>Obtain ( y'_{p,q}(n) )</td>
</tr>
<tr>
<td>12:</td>
<td>if ( p &lt; P - 1 )</td>
</tr>
<tr>
<td>13:</td>
<td>Obtain ( y_{p+1,q}(n) )</td>
</tr>
<tr>
<td>14:</td>
<td>Else</td>
</tr>
<tr>
<td>15:</td>
<td>( y_{p,q}(n) \leftarrow y_{p,q}(n) - y'_{p,q}(n) )</td>
</tr>
<tr>
<td>16:</td>
<td>end if</td>
</tr>
<tr>
<td>17:</td>
<td>for ( p = p + 1 )</td>
</tr>
<tr>
<td>18:</td>
<td>for</td>
</tr>
<tr>
<td>19:</td>
<td>for ( q = q + 1 )</td>
</tr>
<tr>
<td>20:</td>
<td>for</td>
</tr>
<tr>
<td>21:</td>
<td>( t_p = \min(\hat{\tau}_{p,q}) )</td>
</tr>
<tr>
<td>22:</td>
<td>end if</td>
</tr>
</tbody>
</table>

![Figure 1: Proposed algorithm flowchart.](image-url)
After multiple iterations of interference elimination, the best delay estimate is selected. The pseudo-code of the main body delay estimation algorithm is shown in Algorithm 1, where \( y(n) \) represents the total received signal of the device terminal; \( \hat{y}_{p,q}(n) \) and \( \hat{t}_{p,q} \) respectively represent the \( p \)th after \( q \) iterations, time-domain received signal and time delay estimation value of the cell; \( t_p \) represents the final time delay estimation value obtained by the \( p \)th cell, and \( N_i \) is the number of interference cancellation iterations.

### 3.2 F&T TDE Algorithm

Inter-cell interference cancellation can only suppress the interference signals of other cells to a certain extent, and cannot solve the problem of low sampling rate of the NB-IoT system. To greatly improve the accuracy of time delay estimation, it is necessary to improve the time delay estimation algorithm. In order to improve the serial interference and avoid error propagation, before the time delay estimation is performed, the transmitted PRS signal is first based on the order of the time delay estimation from each neighboring base station to the terminal according to its energy, and then through 2 stages Gradually improve the accuracy of time delay estimation.

#### 3.2.1 Rough Estimation of Delay Value

First, starting from the time \( n_{0,p,l} \) (the initial time of receiving the \( l \)th OFDM symbol of the \( p \)th base station), sample the time domain signal received in the \( q \)th iteration, \( \hat{y}_{p,q}(n) \), and get \( N' \). The received signal at the sampling point, denoted as \( \hat{y}_{p,q}^{n_{0,p,l}}(n) \). Secondly, using a sampling point as a sliding window, the received signal starting at \( n_{0,p,l} \) is obtained in sequence as described above, \( \hat{y}_{p,q}^{n_{i,p,l}}(n) \), where, \( n_{i,p,l} = i + 1N' \), \( 0 \leq i < N' \). Then, perform FFT transformation on \( \hat{y}_{p,q}^{n_{i,p,l}}(n) \) to obtain \( \hat{Y}_{p,q}^{n_{i,p,l}}(k), \tilde{Y}_{p,q}^{n_{i,p,l}}(k), \) and perform the local positioning reference signal corresponding to the \( l \) OFDM symbol of the \( p \) base station with \( \tilde{Y}_{p,q}^{n_{i,p,l}}(k) \) frequency-domain correlation operation is performed to obtain the corresponding OFDM symbol \( l_p' \) and delay number \( n_{p,l} \) when the correlation function of the base station \( p \) is maximized, as shown in equation (7).

\[
\begin{align*}
[n_{p,l}, l_p'] &= \underset{n_{p,l}}{\arg\max} \left\{ \sum_{k=0}^{N'-1} |S_{p,l}(k) \left( \hat{Y}_{p,q}^{n_{p,l}}(k) - n_{p,l}' \right)| \right\} \\
\end{align*}
\]

Among them, when \( p = 0, q = 1 \), and \( p > 0 \), and \( q \in \{1, 2, ..., N_i\} \); \( N_i \) represents the total number of iterations of the continuous interference cancellation algorithm, \( n_{0,p,l} - n_{0,p,l}' \), which is the number of delays in the rough estimate of the \( q \)th iteration. Since noise and multipath effects will cause NLOS effects, the time delay value obtained at this time has a large error, so this paper uses the first path search algorithm to reduce the error. The specific implementation process of the algorithm is as follows.

Before the signal arrives, the receiver first collects the noise signal and converts it into a frequency domain signal \( W_q(k) \), and correlates it with the local PRS signal in the frequency domain, repeats \( \Phi \) times, and obtains the average value as shown in equation (8) (mean noise floor).

\[
R_{SW} = \frac{1}{\Phi} \sum_{\phi=1}^{\Phi} \left| S_{p,l'}(k)W_q(k) \right|^2
\]  

Set the noise floor threshold as \( L_p^{\text{limit}} \), the noise floor threshold and the average value of the noise floor should satisfy the relationship shown in equation (9), where the industrial setting \( \kappa = 6 \) dB and is expressed as

\[
\kappa = 10 \log \frac{L_p^{\text{limit}}}{R_{SW}}
\]

The frequency domain received signal corresponding to the OFDM symbol \( l_p' \) with the largest peak value obtained by the rough estimation of the time delay value, \( \tilde{Y}_{p,q}(k) \) is correlated with the local PRS signal in the frequency domain to obtain the correlation function, \( R_{s_p,\tilde{y}_{p,q}}(k) \), where \( k \in [l_p', l_p' + 1N'] \).

\[
R_{s_p,\tilde{y}_{p,q}}(k) = R_p^{\text{signal}}(k) + R_p^{\text{noise}}(k)
\]

Among them, \( R_p^{\text{signal}}(k) \) represents the correlation function between the useful signal and the interference signal and the local PRS signal, and \( R_p^{\text{noise}}(k) \) represents the correlation function between the noise and the local PRS signal. In order to accurately estimate the required cell delay value, it is necessary to eliminate the influence of the interference signal, so the noise floor threshold is introduced to obtain the \( R_p^{\text{noise}}(k) \) shown in equation (11).
\[ \tilde{R}_{\text{noise}}^p(k) = \frac{R_{s_p,v_p,q}(k)}{\max\{R_{s_p,v_p,q}(k)\}} L^p_{\text{limit}} \quad (11) \]

When the amplitude of the first path signal is small, the useful signal will be overwhelmed by noise and interference signals, and it is impossible to determine the final required delay estimate based on the first path delay value. Therefore, an amplitude threshold \( \alpha \) is set. When the amplitude of the first arrival path is less than the threshold, the suboptimal path will be selected, and the instant delay value is only greater than the path of the first arrival path, thus the first arrival path search formula can be obtained as (12) shown.

\[
\tilde{\eta}_{p,q} = \arg\min_k \left\{ R_{s_p,v_p,q}(k) > \alpha \left\{ \max\left\{ R_{s_p,v_p,q}(k) \right\} \right\} \right\} \quad (12)
\]

Among them, \( \tilde{\eta}_{p,q} \) is the delay number of the first path.

### 3.2.2 Time Delay Fine Estimation Stage

First, let, \( v_{p,q} \in [\tilde{\eta}_{p,q} - \Delta \mu, \tilde{\eta}_{p,q} + \Delta \mu] \), the value of \( v_{p,q} \) is \( \frac{2\Delta \mu}{\omega} \); Secondly, for the time-domain received signal corresponding to the \( l'_p \) OFDM symbol, \( \tilde{y}_{p,q}^e(i) = y_{p,q}^e(i) + 2\Delta \mu \) interpolates to obtain the signal \( \tilde{y}_{p,q}^e(i) \), where \( i \in \{0,1, ..., N' - 1\} \), interpolation function set. The expression is shown in equation (13).

\[
y_{p,q}^e(i) = \begin{cases} y_{p,q}(\text{floor}(\psi)) \text{floor}(\psi) \leq \psi < \text{ceil}(\psi) + 0.5 \\ y_{p,q}(\text{ceil}(\psi)) \text{ceil}(\psi) - 0.5 \leq \psi < \text{ceil}(\psi) + 0.5 \end{cases} \quad (13)
\]

Among them, \( \psi = v_{p,q} + \frac{2\Delta \mu}{\omega} \), \( \text{floor}(\psi) \) represents rounding \( \psi \) to the \(-\infty\) direction, \( \text{ceil}(\psi) \) represents rounding \( \psi \) to the \(+\infty\) direction, \( \Delta \mu \) represents the selected time-domain interpolation range, and \( \omega \) represents the number of points for time domain interpolation.

The processed received signal \( \tilde{y}_{p,q}^e(i) \) is correlated with the local PRS signal corresponding to the selected base station \( p \) in the time domain, and the accurate time delay estimation value from the \( p \) th base station to the terminal at the \( q \) th iteration is obtained, \( \tilde{\ell}_{p,q} \), as in equations (14) as shown.

\[
\begin{align*}
\tilde{t}_{p,q} &= \arg\max \left\{ \frac{S_{p,l'}(i + l'N')\tilde{y}_{p,q}^e(i)}{\omega} \right\} \\
\tilde{\ell}_{p,q} &= \tilde{\eta}_{p,q} - \Delta \mu + \frac{2\Delta \mu l'_p}{\omega} - l'_pN' \\
\end{align*} \quad (14)
\]

We use the channel estimation algorithm described in below section to obtain the channel state between the base station \( p \) and the terminal, and reconstruct the received signal from the base station \( y_{p,q}'(n) \), and subtract from the received signal, \( \tilde{y}_{p,q}(n) \) is the reconstructed signal obtains equations (15) and (16).

If \( p < P - 1 \), then

\[
y_{p+1,q}(n) = \tilde{y}_{p,q}(n) - y_{p,q}'(n) \quad (15)
\]

If \( p = P - 1 \) and \( q \leq N_s \), then

\[
y_{p,q+1}(n) = \tilde{y}_{p,q}(n) - y_{p,q}'(n) \quad (16)
\]

#### 3.2.3 Channel Estimation

In order to reduce the computational complexity of the algorithm, this paper uses the least square method to estimate the channel of the positioning reference signal from the base station \( p \) to the user terminal. When \( p = 0 \), channel estimation is performed on the CRS signal of the serving base station, and the system function is obtained as shown in equation (17).

\[
H_{\text{CRS}} = S_{\text{CRS}}^\dagger Y_{\text{CRS}} \quad (17)
\]

Among them, \( Y_{\text{CRS}} \) and \( S_{\text{CRS}} \) respectively represent the CRS signal received by the terminal and the CRS signal sent by the serving base station. Perform linear interpolation on this system function (Bohanuding (2010)) to obtain the channel estimation of the time-frequency position of the PRS signal, and perform IFFT transformation on it to obtain \( h_{0,1}(i + lN') \), where \( i = 0,1,2, ..., N' - 1 \). The reconstructed signal from the serving base station is

\[
y_{0,1}'(n) = \sum_{l=0}^{N_s-1} h_{0,1}(n)S_{p,l}(n - \lfloor \tilde{\eta}_{0,1} \rfloor) \quad (18)
\]

Where, \( n \in [lN', (l + 1)N'] \). At this time, \( p > 0 \), and the system function is obtained as shown in equation (19).

\[
h_{p,q}(i + lN') = \text{IFFT} \left\{ \frac{S_{p,l}(k)}{H_{\text{CRS}}(k)} \right\} \quad (19)
\]

According to the system function shown in equation (19), the received signal from the base station \( p \) is reconstructed, and the reconstructed signal is

\[
y_{p,q}'(n) = \sum_{l=0}^{N_s-1} h_{p,q}(n)S_{p,l}(n - \lfloor \tilde{\eta}_{p,q} \rfloor) \quad (20)
\]

Where, \( n \in [lN', (l + 1)N'] \).
3.2.4 Anchor Node Location Algorithm

The DV-Hop positioning algorithm is one of the key technologies for anchor node positioning. It adopts a distance vector-hop mechanism, does not need to measure the distance between nodes, and does not require additional hardware support. It is a distance-independent (range-free) algorithm. This article chooses DV-Hop algorithm as the auxiliary positioning algorithm. For areas with less deployment of base stations, when the number of base stations is less than 4 (the position estimation deviation is relatively large when the number of base stations is 3), the terminal device node broadcasts a positioning data packet to the anchor node, and the anchor node records the receiving time of receiving the data packet Stamp and the ID of the terminal node to be located. At the same time, the anchor nodes perform time synchronization through satellite navigation and obtain terminal device node geographic location data and store it in the background server to provide relevant parameters for algorithm processing. Each anchor node sends a new data packet to the gateway, and the gateway forwards the new data packet to the background server, and uses the weighted centroid algorithm to estimate the position coordinates of the terminal node (Qiang (2020)). It should be noted that the anchor node location algorithm, as an auxiliary part of the algorithm proposed in this article, only works when the main algorithm fails.

4 SIMULATION RESULTS

This section provides the numerical simulation results with elaboration. The proposed algorithm is evaluated from different important aspects.

4.1 Simulation Parameters Settings

During the simulation, due to the synchronous network mode, the wireless subframes sent by all base stations are aligned in the time domain. Since the NB-IoT network is mainly for macroscopic and low-speed objects, the simulation assumes that the device terminal. The moving speed is 0 km/s, and other simulation parameters are set according to the PRS signal in 3GPP R14 and based on the OTDOA positioning method (Mwakwata (2019)). The specific parameter settings are shown in Table 1. The NB-IoT device terminal nodes (solid nodes) scattered in the dark gray area are randomly selected, and m anchors are fixed in a grid in each 500 m × 500 m area node and configure the GNSS positioning module as a reference node for positioning. When the number of base stations involved in positioning is less than 4, anchor node positioning is enabled. When studying the influence of distance on time delay estimation, the equipment terminal in the direction 1 area as shown in Figure 2(b) is selected. In addition, select the 4 base stations closest to the terminal as the positioning base station, where base station 0 (located in the center of the serving cell) is the serving base station, and base station 1/2/3 (located in the center of the neighboring cell 1/2/3) is the neighboring base station.

Table 1: Simulation Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of BS and NB-IoT antennas</td>
<td>1</td>
</tr>
<tr>
<td>Number of terminal nodes</td>
<td>5000</td>
</tr>
<tr>
<td>Number of base stations</td>
<td>4</td>
</tr>
<tr>
<td>Base station spacing</td>
<td>1732 m</td>
</tr>
<tr>
<td>Moving speed of terminal equipment</td>
<td>0 km/s</td>
</tr>
<tr>
<td>$N_{prs}$</td>
<td>1</td>
</tr>
<tr>
<td>$N_{s}$</td>
<td>3</td>
</tr>
<tr>
<td>CP type</td>
<td>Conventional CP</td>
</tr>
<tr>
<td>Sampling rate $F_s$</td>
<td>1.92 MHz</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>$1/F_s$</td>
</tr>
<tr>
<td>$2\mu/\omega$</td>
<td>0.01</td>
</tr>
<tr>
<td>Path loss</td>
<td>$L_d = 120.9 + 37.6 d$</td>
</tr>
<tr>
<td>Channel model</td>
<td>AWGN</td>
</tr>
</tbody>
</table>

In the simulation, the delay estimation based on the positioning reference signal mainly uses the detection probability (PD) of the delay estimate, the root mean square error (RMSE) of the delay estimation and the cumulative distribution function (CDF) of the device terminal positioning error. To measure the positioning effect, the positioning error is mainly used to measure the auxiliary positioning based on anchor nodes.

4.2 Simulation Results Analysis

4.2.1 Probability of Detection

In this paper, the detection probability refers to the probability that the estimated time delay $\hat{t}$ is within a given threshold $T$ in $M$ Monte Carlo simulation
experiments. In order to satisfy that users participating in positioning are located within the coverage of the serving base station, the threshold here is $T_{\text{threshold}} = 5.78 \times 10^{-6}$ s, the instant delay error is less than the propagation time of the signal from two adjacent base stations. In Figure 2, the number of Monte Carlo simulations is set to 1,000, and the detection probability PD of the serving cell and neighboring cell 1 are given as a function of SNR. As shown in Figure 2(a), when the SNR is greater than 20 dB, the detection probability shows an obvious upward trend; when the SNR is less than −12 dB, due to the influence of noise, the detection probability of the serving cell obtained by the proposed algorithm and the two comparison algorithms is very low, and when the signal-to-noise ratio of the proposed algorithm is too low, the reconstruction signal error is too large, which seriously affects the delay estimation, and the detection probability is lower than the EM-SIC algorithm; when the SNR is greater than −12 dB, the detection probability will exceed EM-SIC algorithm; in addition, compared with the other two algorithms, the proposed algorithm has a more significant upward trend in the detection probability curve. Similarly, as shown in Figure 2(b), for neighboring cell 1 (the curve trend of neighboring cells 2/3 and 1 is basically the same), when the SNR is greater than −20 dB, as the SNR increases, the detection probability becomes obvious increasing trend, and the detection probability of the proposed algorithm is higher than that of the EM-SIC algorithm and the traditional algorithm; in order to highlight the effect of inter-cell interference elimination, Figure 2(b) also shows that the interference is not added.

In the case of elimination, it can be seen that adding interference elimination can effectively improve the detection probability.

### 4.2.2 RMSE Analysis

The definition of the root mean square error is shown in equation (21).

$$\text{RMSE} = c \sqrt{\frac{1}{M} \sum_{m=1}^{M} (\hat{t} - t)^2} \quad (21)$$

Among them, $c$ is the speed of light, and the value is $3.0 \times 10^8 \text{ m/s}$; $M$ is the number of Monte Carlo simulations and the value is 1,000; $t$ is the actual delay value. In addition, the CRLB lower bound (CRLB) provides a measure of the error of the delay estimation. From the literature (Xu (2016)), the CRLB lower bound of the NB-IoT delay estimation in the AWGN environment can be expressed as

$$\text{var}[\hat{t}] \geq \text{CRLB}[\hat{t}]: \quad \frac{\sigma^2}{\beta \Delta f \sum_{k=1}^{N} \sum_{n=1}^{M} \sum_{k=0}^{L} \kappa^2 |\psi_k(\hat{t})|^2} \quad (22)$$

where, $\Delta f = 1/NT_a$ and $\sigma^2$ is the noise power.

The mean square error of the delay estimation can be used to measure the accuracy of the delay estimation.

Figure 3(a) compares the mean square error of the delay estimation of the serving cell. Since the proposed algorithm uses the channel estimation of the cell reference signal to reconstruct the positioning reference signal of the serving cell, the obtained delay estimated value is obviously closer to the CRLB lower bound than the traditional correlation algorithm and the EM-SIC algorithm.
In addition to SNR affecting the delay estimation result, the distance between the positioning terminal and the serving base station and neighboring base stations also affects the delay estimation.

In Figure 3(b), the influence curve of the distance between the serving base station and the positioning terminal (along direction 1 in Figure 2(b)) on the delay estimation is given when SNR=5 dB. It can be seen that when the distance is small, the mean square error of the serving cell is relatively small, while neighboring cells are seriously affected by the serving cell, and the mean square error of the time delay estimation is relatively large. As the distance increases, the mean square error of the serving cell gradually increases, while the mean square error of neighboring cells gradually decreases. Therefore, the importance of inter-cell interference cancellation is explained from the perspective of the influence of distance on time delay estimation.

4.2.3 CDF of Positioning Error

When the positioning solution method is determined, the positioning accuracy of the user terminal is determined by the accuracy of the delay estimation, that is, it is jointly determined by multiple delay estimation values (the delay estimation values from 3 or more base stations to the user terminal). The simulation in this paper uses the Chan algorithm to solve the problem, which can reach the CRLB lower bound when the delay estimation error is small.

Figure 4 shows the comparison of the positioning error curves of the traditional algorithm, the algorithm proposed in this paper, and the EM-SIC algorithm. It can be seen from Figure 4 that the positioning accuracy of the algorithm in this paper is significantly higher than the traditional algorithm and the EM-SIC algorithm. This is because the algorithm proposed in this paper incorporates interference cancellation, which improves the positioning accuracy of the algorithm to a certain extent.

Table 2 shows the positioning errors of different algorithms for different cumulative errors. As shown in Table 2, when the cumulative error reaches 50%, the positioning error of this algorithm can reach 4.27 m, while the traditional algorithm positioning error is 47.56 m, and the EM-SIC algorithm positioning error is 18.52 m; when the cumulative error reaches 90%, the gap between the three is even greater.

Table 2: Analysis of positioning error corresponding to different accumulated errors.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>CDF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%</td>
</tr>
<tr>
<td>Traditional algorithm</td>
<td>47.56 m</td>
</tr>
<tr>
<td>EM-SIC algorithm</td>
<td>18.52 m</td>
</tr>
<tr>
<td>Proposed algorithm without IC</td>
<td>5.52 m</td>
</tr>
<tr>
<td>Proposed algorithm with IC</td>
<td>4.27 m</td>
</tr>
</tbody>
</table>
4.2.4 Aided Positioning Simulation Analysis

Figure 4 shows the analysis of anchor node positioning error. It can be seen that the number of anchor nodes and the communication radius of the nodes will affect the accuracy of positioning. When the communication radius of the node is 60 m, the relationship between the number of anchor nodes and the positioning error is shown in Figure 3(a). As the number of anchor nodes increases, the positioning error gradually decreases, but at the same time, positioning cost also increases. The communication radius and the density of anchor nodes also restrict each other. When the location of the anchor node is determined, the distance between the nodes is also determined. The communication radius will affect the average hop distance of the algorithm, thereby affecting the positioning accuracy. At this time, the positioning error of the communication radius first decreases and then gradually increases. The position of the turning point is determined by the communication radius and the density of anchor nodes. Figure 3(b) shows the relationship between communication radius and positioning error when there are 64 anchor nodes. It is worth noting that the increase in the communication radius is obtained by increasing the transmission power.

From the above simulation analysis, it can be seen that to improve the positioning accuracy of the auxiliary positioning algorithm, the number of anchor nodes and the communication radius need to be increased. At this time, the positioning cost will also increase year-on-year. However, the position estimation effect of the auxiliary positioning algorithm is far less than that mentioned in this article. Delay estimation algorithm, so the auxiliary positioning algorithm is only used as a backup solution when the base station is insufficient in real positioning scenarios.

5 CONCLUSION

This article proposes a delay estimation algorithm based on inter-cell interference cancellation for the problems of NB-IoT’s cost limitation and low sampling rate. The algorithm continues the low complexity advantages of the traditional cross-correlation algorithm, and uses base stations to participate in positioning to reduce equipment overhead, and more satisfies the low power consumption and low cost characteristics of NB-IoT. Through simulation analysis, the proposed delay estimation algorithm can effectively suppress the influence of inter-cell interference and NLOS. The delay estimation accuracy is significantly higher than the comparison algorithm, which is more in line with today's high-precision location sensing needs. As to whether there are positioning scenarios with SNR less than −20dB and whether it is necessary to improve the TDE accuracy below −20dB, further research is needed.
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