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Abstract: Over the last couple of decades, demand for seaborne containerized trade has increased significantly and it is expected to continue growing over the coming years. As an important node in the maritime industry, a maritime container terminal (MCT) should be able to tackle the growing demand for sea trade. Due to the increased number of ships that can arrive simultaneously at an MCT combined with inefficient berth allocation procedures, there are often undesirable situations when the ships have to stay in waiting queues and delay both their berthing and departure. In order to improve port efficiency in terms of reducing the total handling cost and late departures, this study investigates the dynamic and continuous berth allocation problem (DC-BAP), where vessels are assigned dynamically as they arrive at their berth locations assuming a continuous berth layout. First, the DC-BAP is formulated as a mixed-integer linear programming (MILP) model. Since BAP is an NP-hard problem and cannot be solved by mathematical approaches in a reasonable time, this study adopts the recently developed metaheuristic cuckoo search algorithm (CSA) to solve the DC-BAP. For validating the performance of the proposed CSA method, we use a benchmark case study and a genetic algorithm solution proposed in recent literature as well as compare our results against the optimal MILP solution. From the simulation results, it becomes evident that the newly proposed algorithm has higher efficiency over counterparts in terms of optimal berth allocation within reasonable computation time.

1 INTRODUCTION

The shipping industry covers 90\% of the world seaborne trade movements and 74\% of the total goods that are imported or exported in Europe travel with ships (Aslam et al., 2020). According to Hsu et al. (2017), 60\% of the total sea transport is based on containers, which is also growing every year by 6.4\%. So the maritime container terminal (MCT) serves as an important node in the shipping industry to deal with increasing sea trade. A report presented in Barbosa et al. (2019) stated that worldwide ports have handled almost 701 million twenty-foot equivalent units (TEUs) of containers in 2016. At the same time, the throughput of container ports is also continuously increasing, and the management of MCTs’ operations is becoming a challenging task. As a critical and integral part of the global transportation network, the MCTs serve the cost-efficient delivery of various products in different markets. Linear shipping companies use mega-ships in order to carry large containers up to 20,000 TEUs (De et al., 2020). Since the MCTs have a huge importance in the maritime industry, there is an exigent need to enhance the operational efficiency of MCTs by mitigating the total turnaround service times of vessels and achieving competitive strategy along with customer satisfaction. Furthermore, port authorities always try to optimize MCT operations by employing various strategies for the efficient utilization of all the port resources.

MCT operations can be categorized into three major operational areas, namely seaside, land-side, and yard-side operations, as presented in Figure 1. Among all MCT operations, the seaside operations are the most important as they affect the overall performance of MCTs. Inefficient planning and improper utilization of port resources may create several issues, including congestion, long waiting times, and late departures. For instance, 13,647 vessels arrived from Jan-Sep 2019 at Port of Shanghai, China, from which almost 57\% of vessels arrived late (more
than 12 hours) (CargoSmart.ai, 2019). According to a recent report presented in UNCTAD (2017), average waiting times for vessels from port-to-berth is 2.2, 2.4, and 2.7 hours in Malaysia, Dubai, and China, respectively. In Michaelides et al. (2019), the effect of time in port is considered by investigating the factors influencing the various waiting times at the Port of Limassol, Cyprus, both from a quantitative and a qualitative perspective. For shipping, and particularly for short sea shipping, there are obvious and immediate benefits from improving efficiency by assisting all those involved in the port call process to engage more easily to give shipping companies, port service providers, and ship agents better information and decision support systems to boost their efficiency and that of their port (Lind et al., 2019). Hence, MCTs’ operators need to employ suitable strategies and approaches for proper utilization of the port resources and to avoid the above-mentioned issues.

These challenges have motivated us to focus on enhancing seaside operations. Thus, this study deals with the berth allocation problem (BAP), which is a well-known problem that aims to assign berthing positions to arriving vessels at the port in order to minimize or maximize the given objective function (e.g., minimize total waiting time, reduce late departures, or maximize terminal performance). Before dealing with the BAP, it is necessary to understand the problem environment. Based on the current literature, there are two major factors affecting the BAP, i.e., the configuration of quay/wharf and the arrival time of ships. Quays can be configured in three different ways: 1) continuous berthing layout, where arriving vessels can be moored at any location along the wharf; 2) discrete berthing layout, where the wharf is divided into a fixed number of berths; and 3) hybrid berthing layout, where we can have a mix of continuous and discrete berthing layouts (Carlo et al., 2015). In terms of vessel arrivals, there are two main types: 1) static arrivals where all the vessels are assumed to be at the MCT and 2) dynamic arrivals meaning that vessels are not at the MCT; however, the expected time of arrival (ETA) is known for each vessel. This study adopts the continuous berthing layout together with dynamic vessel arrivals (i.e., DC-BAP).

**Literature Review:** Several approaches are reported in the literature that deal with the BAP (Bierwirth and Meisel, 2010, 2015). These approaches may provide exact solutions (Jos et al., 2019) or approximate (based on heuristic or metaheuristic) solutions (Kavoosi et al., 2019; Dulebenets, 2017). However, approximate approaches are more popular over exact methods due to their efficiency in terms of computational complexity. The authors of Kavoosi et al. (2019) present a solution of the BAP by employing evolutionary algorithms (EAs), particle swarm optimization (PSO) and differential evolution (DE). An EA-based solution is developed in Dulebenets (2017) to deal with BAP, while the study presented in Xu et al. (2018) proposed a simulated annealing (SA) algorithm for the same problem. Jos et al. (2019) developed a mixed-integer linear programming (MILP) model to deal with the BAP and a genetic algorithm (GA) is developed in Hsu et al. (2019) to solve the BAP. Another study (Chen and Huang, 2017) also develops a GA-based approach to deal with the DC-BAP to minimize penalty costs for late departures. Mauri et al. (2016) also deal with the DC-BAP. The objectives of this study are to minimize the total service cost and the total ship stay time at port. To solve the problem, a variant of neighborhood search method called adaptive large neighborhood search (ALNS) algorithm is developed. The algorithm works based on the principle of destroy and recreate, where at each iteration some solutions are destroyed and new ones are generated in different ways to find the best solution according to fitness criteria.

The work presented in Frojan et al. (2015) deals with an updated form of BAP, where multiple quays and continuous berth layouts are considered. The problem is first formulated as an integer linear model and then solved using GA. To confirm the effectiveness of the proposed method, several simulations are performed with different sized datasets and the results show the effectiveness against the compared approaches. Han et al. (2015) solve the integrated type of berth allocation where the BAP and the quay crane (QC) allocation problem are considered simultaneously. They proposed a multi-objective particle swarm optimization (PSO) algorithm, and a continuous berth layout is considered for berth planning. The primary objectives of this study are twofold: minimizing the range of maximum and minimum QCs to
save resources, and reducing the movements of QCs to improve terminal’s efficiency. Another study presented in Cahyono et al. (2019) also addresses the integrated BAP and QC assignment problem with the goals of minimizing the total handling and waiting costs. A model predictive algorithm is developed to achieve the desired objectives of this study. To validate the proposed approach, several experiments are conducted on real-time data collected from a container terminal in Jakarta, Indonesia. In this study, a novel cuckoo search algorithm (CSA) is proposed for the first time (according to the best of our knowledge) to solve the dynamic and continuous berth allocation problem (DC-BAP).

Contributions: This study investigates the DC-BAP and aims to mitigate the total service cost of arriving vessels, which includes the total handling cost as well as the waiting times and late departures penalties. We first formulate DC-BAP as a mixed-integer linear programming (MILP) model and solve it using the newly developed cuckoo search algorithm (CSA). The simulation results are compared against two benchmarks proposed in the recent literature: GA and an MILP exact solution. From the provided simulation results, it becomes evident that our proposed CSA shows efficiency over counterparts.

Outline: The remainder of the paper is organized as follows. Section 2 explains the investigated problem and provides its mathematical formulation. Our newly proposed CSA method is described in detail in Section 3 and simulation settings along with results are presented in Section 4. Finally, Section 5 discusses future work and concludes the paper.

2 PROBLEM DESCRIPTION

This section first describes in detail the DC-BAP considered in this work, followed by a mathematical formulation as a mixed-integer linear programming problem. Table 1 lists all abbreviations and notations used in this section and throughout the paper.

In the dynamic and continuous berth allocation problem, the MCT has one or more continuous berthing layouts of known lengths that serve vessels arriving at different points in time (i.e., in a dynamic fashion). Let $B = \{1, 2, \ldots, M\}$ denote the set of all possible berthing positions on the wharf of the port. Typically, the BAP considers a particular time period of vessel arrivals, such as the next 48 hours. Hence, time is modeled as a set of time intervals $T = \{1, 2, \ldots, K\}$ that can represent some time duration of interest (e.g., an hour or a 15-minute interval). Finally, let $S = \{1, 2, \ldots, N\}$ denote the set of ships arriving at the terminal. For each ship, the estimated time of arrival (ETA), the preferred berthing position (PBP), the ship’s length, and the estimated (or requested) time of departure (ETD) are known in advance.

In the ideal scenario, as soon as a vessel arrives at the MCT, it should be moored at its preferred berthing position. If the MCT cannot serve the vessel at the time of arrival, the vessel must be towed to the waiting area of the terminal, as shown in Figure 1. As a result of the increased number of ships in the waiting area, congestion and navigational challenges are created at the seaside of the terminal. In this case, the MCT incurs an extra waiting cost WC against the

<table>
<thead>
<tr>
<th>Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acronyms</strong></td>
<td></td>
</tr>
<tr>
<td>BAP</td>
<td>Berth allocation problem</td>
</tr>
<tr>
<td>BP</td>
<td>Berthing position</td>
</tr>
<tr>
<td>CSA</td>
<td>Cuckoo search algorithm</td>
</tr>
<tr>
<td>DC-BAP</td>
<td>Dynamic and continuous BAP</td>
</tr>
<tr>
<td>ETA</td>
<td>Estimated time of arrival</td>
</tr>
<tr>
<td>ETD</td>
<td>Estimated time of departure</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>HT</td>
<td>Handling time</td>
</tr>
<tr>
<td>LoS</td>
<td>Length of ship</td>
</tr>
<tr>
<td>MCT</td>
<td>Maritime container terminal</td>
</tr>
<tr>
<td>PBP</td>
<td>Preferred berthing position</td>
</tr>
<tr>
<td>QCs</td>
<td>Quay cranes</td>
</tr>
<tr>
<td>WC</td>
<td>Waiting cost</td>
</tr>
<tr>
<td>WT</td>
<td>Waiting time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Notations</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_s$</td>
</tr>
<tr>
<td>$BT_s$</td>
</tr>
<tr>
<td>$ETA_s$</td>
</tr>
<tr>
<td>$ETD_s$</td>
</tr>
<tr>
<td>$HC_s$</td>
</tr>
<tr>
<td>$HT_s$</td>
</tr>
<tr>
<td>$L_s$</td>
</tr>
<tr>
<td>$LDC_s$</td>
</tr>
<tr>
<td>$LDT_s$</td>
</tr>
<tr>
<td>$PBP_s$</td>
</tr>
<tr>
<td>$W$</td>
</tr>
<tr>
<td>$WC_s$</td>
</tr>
<tr>
<td>$WT_s$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Indices</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>$B = {1, 2, \ldots, M}$</td>
</tr>
<tr>
<td>$S = {1, 2, \ldots, N}$</td>
</tr>
<tr>
<td>$T = {1, 2, \ldots, K}$</td>
</tr>
<tr>
<td>$b$</td>
</tr>
<tr>
<td>$s$</td>
</tr>
<tr>
<td>$t$</td>
</tr>
</tbody>
</table>

Table 1: Nomenclature.
ship $s$ for the duration of $s$’ waiting time (e.g., calculated in EURO/hour).

Once the ships are moored at their assigned berthing position, the quay cranes (QCs) start working in order to load/unload containers. Container handling resources (e.g., number of QCs, gantry cranes) are allocated to ships based on the handling rate that is negotiated between the MCT operator and the shipping company. The handling time for ship $s$ at the assigned berthing position is calculated based on the total number of containers loaded on that ship and the requested handling productivity. Note that this study adopts a dataset for implementation with precomputed handling times for all arriving vessels. However, the handling productivity is reduced if the vessel is assigned to a berth position other than its preferred berthing position (PBP) (Bierwirth and Meisel, 2010, 2015). The PBP typically depends on vessel characteristics such as the vessel length or vessel load as well as port-related considerations such as the number of available quay cranes of the berthing area allocated to a particular ship. Hence, the major cause of handling productivity reduction is the increased loading/unloading and transfer time of containers from the assigned (suboptimal) berth to storage.

Finally, each ship $s$ specifies its own estimated (or requested) time of departure $ETD_s$ and the MCT is supposed to complete the tasks (loading/unloading) of $s$ before the $ETD_s$, $\forall s \in S$. Otherwise, the MCT is liable to pay a late departure penalty cost $LDC_s$ for the duration of the delay (e.g., calculated in EURO/hour) to the shipping companies. Overall, the aim of the MCT is to minimize the total waiting, handling, and late departure costs for all arriving vessels at the port.

### 2.1 Mathematical Formulation

Before disclosing the mathematical formulation of DC-BAP, we list the assumptions that are considered in our work.

- The total number of arriving ships at the planning horizon is known.
- Each berth position is able to handle only one vessel at a particular time.
- A ship takes consecutive time intervals until loading/unloading completion (i.e., no shifting).
- The ETA and ETD for each vessel are known and will not change.
- Estimated processing time for each vessel is known or can be easily computed.
- Each ship has a preferred berthing position and it is known.
- All berths are idle at the start of the time horizon.
- The length of the wharf is known.

The total processing cost of a vessel $s$ that is scheduled for berthing at position $BP_s$ at time $BT_s$ includes a waiting cost, a handling cost, and late departure penalty, expressed by the following function:

$$\text{Cost}(s, BP_s, BT_s) = WT_s \cdot WC_s + HT_s \cdot HC_s \cdot f(|BP_s - PBP_s|)$$  \hspace{1cm} (1)

$$+ LDT_s \cdot LDC_s$$

The first term in Equation (1), $WT_s \cdot WC_s$, represents the waiting cost when a vessel has to wait for berthing. The waiting time $WT_s$ of vessel $s$ is calculated as the difference between the berthing time $BT_s$ and the planned time of arrival $ETA_s$,

$$WT_s = BT_s - ETA_s, \ \forall s \in S$$  \hspace{1cm} (2)

The second term in Equation (1) corresponds to the total handling cost for loading/unloading containers. The handling time $HT_s$ depends on the total volume of containers to be loaded on the vessel, the number of quay cranes available at this berth, and the average handling productivity of the cranes. Even though we consider the handling time as input in this work, we can easily extend our formulation to compute the handling time. Without loss of generality, we also introduce the term $f(|BP_s - PBP_s|)$, which will penalize the handling cost based on the absolute difference between the assigned berthing position $BP_s$ and the preferred berthing position $PBP_s$. In this work, we assign a fix penalty when $BP_s$ is different than the $PBP_s$, and zero otherwise.

The final term in Equation (1), $LDT_s \cdot LDC_s$, computes the late departure penalty when a vessel departs after its estimated time of departure. The delayed departure time $LDT_s$ of vessel $s$ (if any) is calculated as the difference between the time $s$ completes its operations and the estimated time of departure $ETD_s$.

$$LDT_s = \max\{BT_s + HT_s - ETD_s, 0\}, \ \forall s \in S$$  \hspace{1cm} (3)

The goal of the dynamic and continuous berth allocation problem is to find the optimal berthing positions and times for all vessels such that the total processing cost is minimized, as shown by the following objective function:

$$\text{minimize} \sum_{s \in S} \sum_{b \in B} \sum_{t \in T} x_{sbt} \cdot \text{Cost}(s, BP_s, BT_s)$$  \hspace{1cm} (4)

subject to the following set of constraints:

$$x_{sbt} \in \{0, 1\}, \ \forall s \in S, b \in B, t \in T$$  \hspace{1cm} (5)
The variable $x_{sbt}$ is 1 if vessel $s$ is assigned to berthing position $b$ at berthing time $t$, and 0 otherwise.

$$\sum_{b \in B} \sum_{t \in T} x_{sbt} = 1, \quad \forall s \in S,$$  \hspace{1cm} (6)

Constraint (6) ensures that each arrived ship at the MCT will be assigned at a particular berthing position only once during the planning time.

$$\sum_{t \neq t'} \sum_{b=B_{s,t'_l}}^{B_{s,t'_l}+L_{s,t'}} x_{sbt} = 0, \quad \forall s \in S,$$  \hspace{1cm} (7)

Constraint (7) ensures that no two ships can share (part of) the same berth during the handling times of the two ships. For instance, suppose a ship $s$ is planned to be berthed at time $5h$, has handling time equal to $4h$, utilizes berthing position $500m$, and its length is $300m$. According to constraint (7), no other ship can use berthing positions from $500m$ to $800m$ (as length of ship $s$ is $300m$) in the time interval $5h$ to $9h$. In addition, a second ship $s'$ with length $200m$ and handling time $3h$ cannot use the berthing positions from $300m$ to $500m$ in the time interval $2h$ to $5h$ as it would overlap with ship $s$. Visually, this constraint ensures that any two rectangles (denoting the time intervals and berthing positions allocated to vessels) shown in Figure 3 can never overlap.

$$ETA_s \leq BT_s, \quad \forall s \in S.$$  \hspace{1cm} (8)

Constraint (8) warrants that the scheduled berthing time $BT_s$ of ship $s$ must always be later than or equal to its planned time of arrival $ETA_s$.

$$BP_s + L_s \leq W, \quad \forall s \in S.$$  \hspace{1cm} (9)

Constraint (9) guarantees that the berthing position $BP_s$ of ship $s$ plus its length $L_s$ will always be less than or equal to the total length $W$ of the wharf.

3 PROPOSED METHODOLOGY

A metaheuristic-based cuckoo search algorithm (CSA) was developed to solve the DC-BAP. In the last decade, CSA has been applied in several domains of computational intelligence and optimization, where it demonstrated promising efficacy. For instance, CSA is implemented for task scheduling in cloud computing (Agarwal and Srivastava, 2018), estimating solar panel model parameters (Chen and Yu, 2019; Kang et al., 2018), electricity load forecasting (Dong et al., 2018), optimal placement of actuators problem (Yang et al., 2018), various scheduling problems (Tein and Ramli, 2010; Chandrasekaran and Simon, 2012; Aslam et al., 2017a,b), and constrained optimization problems (Valian et al., 2013).

CSA is a swarm-based metaheuristic optimization algorithm that was developed by Yang and Deb (2009). The CSA emulates the breeding behavior of some cuckoo species, which have a fascinating reproduction mechanism. In particular, some cuckoos lay their eggs in nests of other birds (often nests of other species’ nests), where they may discard eggs of other birds in order to enhance the hatching ratio of their own eggs. Then, the host birds take care of cuckoo eggs as they presume that the eggs belong to them. Nonetheless, sometimes the host birds distinguish between their own eggs and the alien eggs. Accordingly, either the discovered alien eggs are thrown out of the current nest or new nests are built in new locations. Inspired by this particular mechanism of laying eggs by the cuckoo birds, the following three standard rules are adopted to employ CSA for optimization problems (Yang and Deb, 2009):

1. each cuckoo lays one egg at a time at a randomly chosen nest;
2. the best nests with high-quality eggs will not be removed and will be carried over to the next generation;
3. the quantity of host nests is fixed and the egg dumped by a cuckoo is discovered by a host bird with a probability $p_a \in (0,1)$.

In this study, each nest denotes a solution set that includes the berthing times and berthing positions for all arriving vessels. An egg represents either a berthing position or time, while a cuckoo egg represents a new (and better) berthing position or time. The total number of host nests reflects the total search space at each iteration of the algorithm. In this work, 100 host nests are considered and each nest contains $2N$ eggs, where $N$ is the total number of vessels. Hence, the total number of eggs in a nest is double the total number of arriving vessels, as depicted in Figure 2. Overall, the high-level goal of the algorithm is to use cuckoo eggs (better solutions) to replace not-so-good eggs in the nests.

Algorithm 1 shows the procedure of the Cuckoo Search Algorithm, which starts with a randomly distributed initial population of $K=100$ host nests over the search space (line #1). In each iteration of the algorithm, the reproduction step will be performed first, where new solutions are generated by replacing some existing eggs with cuckoo eggs in randomly selected nests (lines #3-8). The replacement follows the rationale that if a cuckoo egg is very similar to a host
Algorithm 1: Cuckoo Search Algorithm for DC-BAP

1: \( X'[1:k] = \) Generate initial population of host nests
2: for \( i = 1 \) to max number of iterations do
3:   for \( i = 1 \) to \( k \) do
4:     new = \( X'[i] + \alpha \odot Levy(\lambda) \)
5:     if fitness(new) < fitness(\( X'[i] \)) then
6:       \( X'[i] = \) new
7:   end if
8: end for
9: for \( i = 1 \) to \( k \) do
10:   if \( \text{rand}(0,1) < p_h \) then
11:     \( X'[i] = \) Generate new host nest
12:   end if
13: end for
14: best = Find nest with lowest fitness value in \( X' \)
15: end for

where \( t \) denotes the current iteration number, \( X_t \) the solution for nest \( i \), and \( \alpha (\alpha > 0) \) the step size. The \( \odot \) operation denotes entry-wise multiplication. A random walk in Lévy flights is performed from a Lévy distribution with a scale parameter \( \lambda \) (Sanajaoba and Fernandez, 2016). The primary objective of performing random steps is to increase the possibility of finding the global solution instead of becoming stuck in a local optimum. A new solution replaces a current solution if its fitness score is lower than the fitness score of the current solution. Note that the fitness of a possible solution is evaluated based on the objective function of the DC-BAP presented in Equation (4) and accounts for the total processing cost (i.e., a combination of handling, waiting, and late departure penalty costs). Furthermore, some cuckoo eggs may be discovered by host birds. These bad nests will be abandoned and new ones are built so as to enhance the exploration of the search space (lines #9-13). The discovering probability \( p_h \) in our work is set to 0.45 as reported in Yang and Deb (2009). Finally, we keep track of the best solution (line #14). The above steps repeat until either the total number of iterations is reached (which equals 100 in this work) or there has been no fitness improvement for some iterations.

4 EXPERIMENTAL RESULTS

This section presents the experimental setup, experimental data, and results of the experiments. In addition to the CSA algorithm, we have implemented a state-of-the-art approach (i.e., GA) proposed in recent literature (Salhi et al., 2019) as well as the exact MILP approach. For our experiments, the problem dataset was taken from Şahin and Kuvvetli (2016) and contains ten arriving vessels in a day along with the estimated time of arrival, handling time, estimated time of departure, preferred berthing position, and length for each arriving vessel. The complete dataset is shown in Table 2. The wharf is continuous with a length of 2000m. The GA parameters of maximum generations, population size, crossover rate, and mutation rate are set to 500, 200, 0.5, and 0.4, respectively (Salhi et al., 2019). The implemented algorithms are coded in MATLAB 2019b on a Windows 10 PC with COREi7 processor and 8GB RAM.

Figure 3 presents the berth allocation solutions that are generated by the three implemented algorithms, namely, CSA, GA, and MILP. All three approaches allocate ships over available berthing positions and time slots based on the primary objective of this study, which is to minimize total processing cost as presented in Equation (4). In Figure 3, the vertical
Table 2: Dataset used for simulations (Şahin and Kuvvetli, 2016).

<table>
<thead>
<tr>
<th>Ship #</th>
<th>ETA</th>
<th>HT</th>
<th>ETD</th>
<th>PBP</th>
<th>LoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>3</td>
<td>8</td>
<td>778</td>
<td>128</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>5</td>
<td>11</td>
<td>1416</td>
<td>113</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>5</td>
<td>15</td>
<td>957</td>
<td>334</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1437</td>
<td>423</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>3</td>
<td>16</td>
<td>362</td>
<td>173</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>1</td>
<td>18</td>
<td>1015</td>
<td>391</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>3</td>
<td>15</td>
<td>434</td>
<td>338</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>2</td>
<td>9</td>
<td>1008</td>
<td>140</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>1</td>
<td>11</td>
<td>1043</td>
<td>302</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>102</td>
<td>194</td>
</tr>
</tbody>
</table>

Figure 3: Berth allocation solution generated by (a) CSA, (b) GA, and (c) MILP. Each rectangle denotes the time intervals and berthing positions allocated to a particular vessel.

The waiting time for each vessel for the three algorithms, i.e., CSA, GA, and MILP. It can be clearly seen from this figure that no ship departs late when MILP is used, while only one vessel (vessel 5) is late for one hour with CSA. On the contrary, when GA is employed, two vessels depart late: vessel 2 is late for one hour and vessel 5 for two hours. Once again, we conclude that CSA exhibits higher performance in terms of minimizing late departures compared to GA.

For comparison purposes, Table 3 lists computa-
5 CONCLUSIONS AND FUTURE WORK

In this paper, we have focused on the continuous berth allocation problem with dynamic vessel arrivals. We have developed a metaheuristic cuckoo search algorithm (CSA) to solve the DC-BAP. Furthermore, two benchmark schemes, a well-known metaheuristic GA and an exact approach (MILP), have also been implemented for comparison purposes. A benchmark dataset is employed from recent literature for the experiments. The results show that our proposed algorithm has higher efficiency over GA in terms of minimum processing cost for all arriving vessels. The newly developed CSA outperforms GA by 8.1%, 8.7%, and 4.5% in terms of reduced cost considering 10, 20, and 30 vessels, respectively. Compared to MILP, our proposed CSA provides a near-optimal solution (<5% from the optimal) at a fraction of computation time. Hence, we conclude that our proposed CSA is an efficient algorithm for near-optimal berth allocation with minimum computational complexity.

In the future, we plan to examine the performance of the proposed CSA method on larger real-world datasets containing several vessels and spanning longer planning time periods (days to weeks). We also plan to extend the modeling to incorporate a hybrid berthing layout that includes both discrete and continuous berthing layouts. Finally, we plan to investigate the application of the CSA in solving the berth allocation problem combined with the related quay crane assignment and scheduling problems.
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