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Abstract: One-shot Video Object Segmentation (VOS) is the task of pixel-wise tracking an object of interest within a video sequence, where the segmentation mask of the first frame is given at inference time. In recent years, Recurrent Neural Networks (RNNs) have been widely used for VOS tasks, but they often suffer from limitations such as drift and error propagation. In this work, we study an RNN-based architecture and address some of these issues by proposing a hybrid sequence-to-sequence architecture named HS2S, utilizing a dual mask propagation strategy that allows incorporating the information obtained from correspondence matching. Our experiments show that augmenting the RNN with correspondence matching is a highly effective solution to reduce the drift problem. The additional information helps the model to predict more accurate masks and makes it robust against error propagation. We evaluate our HS2S model on the DAVIS2017 dataset as well as Youtube-VOS. On the latter, we achieve an improvement of 11.2pp in the overall segmentation accuracy over RNN-based state-of-the-art methods in VOS. We analyze our model’s behavior in challenging cases such as occlusion and long sequences and show that our hybrid architecture significantly enhances the segmentation quality in these difficult scenarios.

1 INTRODUCTION

One-shot Video Object Segmentation (VOS) aims to segment an object of interest in a video sequence, where the object mask in the first frame is provided. The objective of this task is to track a target object in a pixel-wise manner. It has various applications such as robotics, autonomous driving, and video editing to name a few. VOS is a challenging task, and generating quality segmentation masks requires addressing inevitable real-world difficulties such as unconstrained camera motion, occlusion, fast motion, and motion blur as well as handling objects with different sizes.

VOS has been extensively studied in the Computer Vision community with several works based on classical techniques such as energy minimization and utilizing superpixels (Chang et al., 2013; Märki et al., 2016; Grundmann et al., 2010). However, learning-based methods (Perazzi et al., 2017; Maninis et al., 2018) have proved to be more successful by significantly surpassing the traditional approaches.

Amongst the wide variety of the suggested learning-based methods, some works approach the problem by processing the frames independently and learning an object model (Perazzi et al., 2017; Maninis et al., 2018), while others utilize temporal information (Xu et al., 2018; Ventura et al., 2019). Tokmakov et al. (Tokmakov et al., 2017) propose utilizing optical flow to propagate the object mask throughout the sequence and make use of the motion cues as well as the spatial information. However, flow-based models need an additional component for flow estimation (Ilg et al., 2017), which is usually trained separately, and the performance of the whole system is dependent on the accuracy of this module. With the same motivation of using temporal data, (Xu et al., 2018; Ventura et al., 2019; Azimi et al., 2020) utilize Recurrent Neural Networks (RNNs) to track the target object in a temporally consistent way. These models are trained end-to-end and rely on learning the spatio-temporal features to track the object and to propagate the object mask across time. A disadvantage of this category is the performance drop in longer sequences caused by drift and error propagation in the RNN.

In this work, we study S2S (Xu et al., 2018), a common RNN-based model for VOS due to the effectiveness of RNNs in utilizing the spatio-temporal...
features and providing a motion model of the target object, resulting in good segmentation accuracy. Inspired by (Faktor and Irani, 2014; Wug Oh et al., 2018; Yang et al., 2019), we propose a dual propagation strategy by augmenting the spatio-temporal features obtained from the RNN with correspondence matching to reduce the impact of drift. Utilizing the features obtained from similarity matching provides a robust measurement for segmentation, improves the segmentation quality, and reduces the error propagation. This aspect is especially beneficial for the model in long sequences where the RNN performance declines. Additionally, we integrate the first frame features into the model throughout the whole sequence as a reliable source of information (Ebert et al., 2017; Wug Oh et al., 2018; Oh et al., 2019; Yang et al., 2019). By employing these reference features, the model can better handle challenging scenarios such as occlusion (Ebert et al., 2017), since, by definition, the object is present in the first frame. Figure 1 shows an illustration of how correspondence matching together with utilizing the first frame can be helpful in better handling the occlusion. We hypothesize that the RNN also plays a complementary role in correspondence matching. Imagine a scenario where multiple instances of similar objects are present in the scene; in this case, the spatio-temporal model learned by the RNN can act as a location prior and aid the model to distinguish between the target object and the other similar instances.

We evaluate our hybrid sequence-to-sequence (HS2S) method on the Youtube-VOS (Xu et al., 2018) and DAVIS2017 (Pont-Tuset et al., 2017) datasets and demonstrate that our model significantly improves the independent RNN-based models’ segmentation quality (Xu et al., 2018; Ventura et al., 2019).

2 RELATED WORK

A large body of research in Computer Vision literature has studied VOS during the last decade. The classical methods for solving VOS were mainly based on energy minimization (Brox and Malik, 2010; Faktor and Irani, 2014; Papazoglou and Ferrari, 2013; Shankar Nagaraja et al., 2015). Brox et al. (Brox and Malik, 2010) propose a model based on motion clustering and segment the moving object via the analysis of the point trajectories throughout the video. They also use motion cues to distinguish foreground from background. Faktor et al. (Faktor and Irani, 2014) present a method based on consensus voting. They extract the superpixels in each frame, and by computing the similarity of the superpixel descriptors, then use the nearest neighbor method to cluster the most similar superpixels together in a segmentation mask. (Jain and Grauman, 2014) addresses the problem of fast motion and appearance change in the video by extending the idea of using superpixels to using super-voxels (adding the time dimension) and taking into account the long-range temporal connection during the object movement.

Since the advent of Deep Learning (Krizhevsky et al., 2012), the Computer Vision community has witnessed a significant progress in the accuracy of VOS methods (Maninis et al., 2018; Perazzi et al., 2017; Tokmakov et al., 2017). The success of learning based methods can largely be accounted to progress made in learning algorithms (Krizhevsky et al., 2012; He et al., 2016) and the availability of large-scale VOS datasets such as Youtube-VOS (Xu et al., 2018).

In one-shot VOS, there exist two training schemes, namely offline and online training. Offline training is the standard training phase in learning-based techniques. As the segmentation mask of the first object appearance is available at test time, online training refers to further fine-tuning the model on this mask with extensive data augmentation. This additional step considerably improves the segmentation quality at the expense of slower inference.
Considering offline training, one can divide the proposed solutions into multiple categories. Some methods focus on learning the object masks using only the frame-wise data (Perazzi et al., 2017; Maninis et al., 2018). In (Maninis et al., 2018), authors extended a VGG-based architecture designed for retinal image understanding (Maninis et al., 2016) for VOS. They start with the pre-trained weights on ImageNet (Deng et al., 2009), and then further train the parent network on a specialized VOS dataset (Perazzi et al., 2016a). This model relies on online training and boundary snapping for achieving good performance. (Voigtlaender and Leibe, 2017) further improves this method by employing online adaption to handle drastic changes in the object’s appearance. Perazzi et al. (Perazzi et al., 2017) provide a solution based on guided instance segmentation. They utilize a DeepLab architecture (Chen et al., 2017) and modify the network to accept the previous segmentation mask as an additional input. Therefore, a rough guidance signal is provided to the model to mark the approximate location where the object of interest lies. Yang et al. (Yang et al., 2018) take a meta-learning approach and train an additional modulator network that adjusts the middle layers of a generic segmentation network to capture the appearance of the target object.

In (Wug Oh et al., 2018) a Siamese architecture is used to segment the object based on its similarity to the mask template in the first frame. Similarly, (Yang et al., 2019) proposes a zero-shot VOS model, where the object mask at every time step is detected based on the similarity of the current frame to the anchor frames (first frame and the frame at $t-1$). Following this idea, (Johnander et al., 2019) suggests a generative approach for segmenting the target object, introducing an appearance module to learn the probabilistic model of the background and the foreground object. In (Zhang et al., 2020), the authors develop a model that propagates the segmentation mask based on an affinity in the embedding space. They propose to model the local dependencies via using motion and spatial priors and the global dependencies based on the visual appearance learned by a convolutional network. Although these methods obtain good performance on the standard benchmarks (Perazzi et al., 2016a; Pont-Tuset et al., 2017), they do not utilize temporal information and motion cues.

Another line of work relies on region proposal techniques such as (He et al., 2017). For example, (Luiten et al., 2018) takes a multi-step approach, in which they first generate the region proposals and then refine and merge promising regions to produce the final mask. Furthermore, they use optical flow to maintain the temporal consistency. In (Li et al., 2017), an additional re-identification method based on template-matching is used. This way, the model can recapture objects lost at some point in the sequence. These methods are quite complex in architecture design and relatively slow at inference time.

A different group of methods focus on utilizing a memory module to process motion and compute spatio-temporal features. In order to obtain temporally consistent segmentation masks, (Xu et al., 2018; Azimi et al., 2020; Tokmakov et al., 2017; Ventura et al., 2019) employ a ConvLSTM (Xingjian et al., 2015) (or ConvGRU) memory module while (Oh et al., 2019) resorts to using an external memory to process the space-time information.

In this work, we build on top of the S2S (Xu et al., 2018) architecture, which is an RNN-based method, on account of exploiting the spatio-temporal features, good performance, and the simple architecture. We study some of this model’s shortcomings stemming from the finite memory and error propagation in RNNs. To address these limitations, we propose a hybrid design that combines the spatio-temporal features from the RNN with similarity matching information. Unlike (Oh et al., 2019), our model does not require any form of external memory. This is advantageous since using external memory results in additional constraints in the inference phase (e.g. memory overflow for long video sequences).

3 Method

In this section, we explain our hybrid architecture for VOS. We build on top of the S2S model (Xu et al., 2018), which is an RNN-based architecture and employ a dual mask propagation strategy that utilizes the spatio-temporal features from the RNN as well as correspondence matching to propagate the mask from time step $t-1$ to $t$. Moreover, we integrate the features from the first frame as a reference throughout the sequence.

The S2S model is composed of an encoder-decoder architecture with a memory module in the bottleneck to memorize the target object and obtain temporal consistency in the predicted segmentation masks. The overall design of this method is illustrated in Figure 2. In this model, the object masks are computed as in (Xu et al., 2018):

$$ h_0, c_0 = \text{Initializer}(x_0, y_0) $$  \hspace{1cm} (1)

$$ \tilde{x}_t = \text{Encoder}(x_t) $$  \hspace{1cm} (2)

$$ h_t, c_t = \text{RNN}((\tilde{x}_t, h_{t-1}, c_{t-1}) $$  \hspace{1cm} (3)

$$ \hat{y}_t = \text{Decoder}(h_t) $$  \hspace{1cm} (4)
where \( x \) and \( y \) refer to the RGB input image and the binary mask of the target object in the first frame.

One of the main limitations of RNN-based models, such as S2S, is the fixed-sized memory, which can be insufficient to capture the whole sequence and long-term dependencies (Bahdanau et al., 2014). Therefore, as the sequence length grows, access to information from earlier time steps decreases. This issue, together with the vanishing gradient problem, adversely impacts the segmentation quality in longer sequences. This problem is especially critical in sequences with occlusion, where the object of interest can be absent for an extended period.

Another obstacle with this category of approaches is drift and error propagation. Due to the recurrent connection, the model output is fed back to the network; as a result, the prediction error propagates to the future, and erroneous model predictions affect the performance for future time steps. This issue is another contributing factor to the performance drop in later frames.

**Hybrid Mask Propagation.** Based on the challenges in the RNN-based models, we propose a hybrid architecture, combining the RNN output with information derived from correspondence matching. In our model, the segmentation mask is predicted using the location prior obtained from the RNN, as well as similarity matching between the video frames at \( t - 1 \) and \( t \). Our intuition is that the merits of using the spatio-temporal model from RNN-based models and the matching-based methods are complementary. In situations where multiple similar objects are present in the scene, the matching-based approaches struggle to distinguish between the different instances. Hence, the location prior provided by the spatio-temporal features from the RNN can resolve this ambiguity. Moreover, the information obtained from similarity matching provides a reliable measurement for propagating the segmentation mask to the next time step (as investigated in (Yang et al., 2019) for zero-shot VOS). Using this additional data helps the model reduce the prediction error, improving the drift problem, and obtaining better segmentation quality for longer sequences.

To encode the frame at \( t - 1 \), we redefine the initializer network’s task in S2S to a reference encoder (as shown in Figure 2), initializing the hidden states of the RNN module with zeros. In our experiments, we observed that the initializer network does not play a crucial role, and it is possible to replace it with zero-initialization with little change in the performance.

To perform the similarity matching between the RNN hidden state \( (h_t) \) and the reference encoder’s output features, one can use different techniques such as using the cosine distance between the feature vectors. Here, we follow the design in (Wug Oh et al., 2018) and use a Global Convolution (Peng et al., 2017) to accomplish the task (merge layer in Figure 2). Global Convolution (GC) approximates a large kernel convolution layer efficiently with less number of parameters. The large kernel size is essential to model both the local connections (as required for localization) and the dense global connections required for accurate classification (foreground, background). This way, the model directly accesses the features from time steps 0 and \( t - 1 \). We note that this operation can also be interpreted as self-attention; as, the features at the current time step, which share a higher similarity to the object features from the reference frames, get a higher weight via the convolution operation in the merge layer.

As shown in Figure 2, we do not use weight sharing between the Reference Encoder and the Encoder, as we observed a considerable performance drop in doing so. We believe the underlying reason is that the functions approximated by these two modules are different; the inputs to the Reference Encoder are aligned in time while the inputs to the Encoder are not. We highlight that compared to S2S (Xu et al., 2018), the only added element is the light-weight Merge Layer (Figure 2). The rest of the components remain unchanged, by modifying the task of the Initializer Network to Reference Encoder.

**Attention to the First Frame.** As suggested in (Ebert et al., 2017) for the Video Prediction task, the first frame of the sequence is of significant importance as it contains the reference information which can be utilized for recovering from occlusion. We note that by definition, the target object is present in the first frame. By computing the correspondences between the object appearance after occlusion and in the first frame, the model is able to re-detect the target. Additionally, (Yang et al., 2019; Wug Oh et al., 2018) demonstrate the effectiveness of using the first frame as an anchor or reference frame. In (Wug Oh et al., 2018), the authors propose a Siamese architecture that learns to segment the object of interest by finding the feature correspondences between the target object in the first frame and the current frame. Although this model’s performance suffers in scenarios with drastic appearance change, it reveals the importance of rigorously using the data in the first frame. We use the same reference encoder and merge layer for integrating the first frame features. We hypothesize that this modification can be considered as an attention mechanism (Bahdanau et al., 2014), where the attention span is limited to the first frame. Using attention is a standard solution to address this finite memory in the...
RNNS, by providing additional context to the memory module. The context vector is usually generated from a weighted combination of the embeddings from all the time steps. However, in high-dimensional data such as video, it would be computationally demand- ing to store the features and compute all the frames’ attention weights.

The resulting architecture is shown in Figure 2 and can be formulated as:

\[ h_0, c_0 = 0 \]  \hspace{1cm} (5)
\[ \bar{x}_0 = \text{Reference Encoder}(x_0, y_0) \]  \hspace{1cm} (6)
\[ \bar{x}_{t-1} = \text{Reference Encoder}(x_{t-1}, y_{t-1}) \]  \hspace{1cm} (7)
\[ \bar{c}_t = \text{Encoder}(\bar{x}_t, \bar{x}_{t-1}) \]  \hspace{1cm} (8)
\[ h_t = \text{RNN}(\bar{x}_t, \bar{c}_{t-1}) \]  \hspace{1cm} (9)
\[ \hat{y}_t = \text{Decoder}(\bar{x}_0, \bar{x}_{t-1}, h_t) \]  \hspace{1cm} (10)

where \( x \) and \( y \) are the RGB image and the binary segmentation mask, and \( 0 \in \mathbb{R}^d \) with \( d \) as the feature dimension. Here the merge layer is considered as part of the decoder.

**Training Objective.** For the loss function, we utilize a linear combination of the balanced Binary Cross-Entropy (BCE) loss and an auxiliary loss (Azimi et al., 2020):

\[ L_{\text{total}} = \lambda L_{\text{seg}} + (1 - \lambda) L_{\text{aux}} \]  \hspace{1cm} (11)

The auxiliary task employed here is border classification. For this task, a border class is assigned to each pixel based on its location with respect to the object boundary, where the boundary target classes are assigned based on a distance transform (Hayder et al., 2017). This term provides fine-grained location information for each pixel resulting in improved boundary detection \( F \)-score. For more details, please refer to (Azimi et al., 2020).

The balanced BCE loss is computed as in (Caelles et al., 2017):

\[ L_{\text{seg}}(W) = \sum_{i=1}^{T} (-\beta \sum_{j \in Y_+} \log P(y_j = 1|X; W) - (1 - \beta) \sum_{j \in Y_-} \log P(y_j = 0|X; W)) \]  \hspace{1cm} (12)

with \( X \) as input, \( W \) as the model parameters, \( Y_+ \) and \( Y_- \) standing for the foreground and background groundtruth labels, \( \beta = |Y_-|/|Y_+| \), and \( |Y_+| + |Y_-| \). This loss addresses the data imbalance between the foreground and the background classes by the weighting factors \( \beta \).

4 IMPLEMENTATION DETAILS

In this section, we explain the implementation details of our hybrid model. The code and the pre-trained models are publicly available ².

²https://github.com/fatemehazimi990/HS2S
4.1 Encoder Networks

In the S2S model, a VGG network (Simonyan and Zisserman, 2014) is used as the backbone for the initializer and encoder networks. In this work, we utilize a ResNet50 (He et al., 2016) architecture, pre-trained on ImageNet (Deng et al., 2009). We remove the last average pooling and the fully connected layers, which are specific for image classification. Furthermore, we add an extra $1 \times 1$ convolution layer to reduce the number of output channels from 2048 to 1024. The number of input channels is altered to 4, as we feed the RGB image and the binary segmentation mask to the encoder. We utilize skip connections (Ronneberger et al., 2015) between the encoder and the decoder at every spatial resolution of the feature map (5 levels in total) to capture the fine details lost in the pooling operations and reducing the spatial size of the feature map. Moreover, we use an additional RNN module in the first skip connection, as suggested in (Azimi et al., 2020). The impact of changing the backbone network in the S2S model from VGG to ResNet on the segmentation accuracy is studied in Table 5.

4.2 RNN and Merge Layer

For the RNN component, we use a ConvLSTM layer (Xingjian et al., 2015), with a kernel-size of $3 \times 3$ and 1024 filters. As suggested in (Xu et al., 2018), Sigmoid and ReLU activations are used for the gate and state outputs, respectively.

The merging layer’s role is to perform correspondence matching between the RNN hidden state (the spatio-temporal features) and the outputs from the reference encoder. There are different ways that can be used for this layer based on similarity matching and cosine distance. Similar to (Wug Oh et al., 2018), we utilize Global Convolution (GC) layers (Peng et al., 2017) for this function. Two GC layers with an effective kernel size of $7 \times 7$ are employed to combine the RNN hidden state with the reference features and the features from the previous time step ($\tilde{x}_t$ and $\tilde{x}_{t-1}$ as in Equations (6) and (7)). The output of these two layers are then merged using a $1 \times 1$ convolution and then fed into the decoder network.

4.3 Decoder

The decoder network consists of five up-sampling layers followed by $5 \times 5$ convolution layers with 512, 256, 128, 64, and 64 number of filters, respectively. In the last layer, a Conv$1 \times 1$ maps the 64 channels to 1 and a Sigmoid activation is used to generate the binary segmentation scores (for the foreground and background classes). The features from the skip connections are merged into the decoder using a $1 \times 1$ convolution layers. ReLU activation is used after each convolution layer, except for the last layer, where we use Sigmoid activation to generate the segmentation output.

4.4 Training Details

For data augmentation, we apply random horizontal flipping as well as affine transformations. The $\lambda$ in Equation 11 is set to 0.8. We use Adam optimizer (Kingma and Ba, 2014) with an initial learning rate of $10^{-4}$. We gradually lower the learning rate in the final phase of training when the loss is stable. During the training, we use video snippets with 5 to 10 frames and a batch size of 16.

Additionally, we apply a curriculum learning method as suggested for sequence prediction tasks (Bengio et al., 2015). To this end, we use the ground-truth for the segmentation mask input in the earlier stages of training where the model output is not yet satisfactory. This phase is known as teacher forcing. Next, with a pre-defined probabilistic scheme (Bengio et al., 2015), we randomly choose between using the ground-truth or the model-generated segmentation mask, on a per-frame basis. This process helps to close the gap between the training and inference data distributions (during the inference, only the model-generated masks are used).

5 EXPERIMENTS

This section provides the experimental results for our hybrid model and a comparison with other state-of-the-art methods. Additionally, we analyze our hybrid model’s behavior on the two challenging scenarios occlusion and long sequences.

5.1 Evaluation on Youtube-VOS and DAVIS2017

We evaluate our model on the Youtube-VOS (Xu et al., 2018) dataset (the largest for Video Object Segmentation), as well as the DAVIS2017 dataset (Pont-Tuset et al., 2017).

We report the standard metrics of the task, namely Region Similarity and Boundary Accuracy (F & J) (Perazzi et al., 2016b). The $F$ score measures the quality of the estimated segmentation boundaries and the Jaccard index $J$ measures the intersection over...
Table 1 shows a comparison of our model with other state-of-the-art methods. The upper and lower sections include the methods with and without online training. During the online training, the model is further fine-tuned on the first frame (where the segmentation mask is available) at test time. Although this stage significantly improves the segmentation accuracy, it results in slow inference which is not practical for real-time applications. Despite this, we see that our model without online training still outperforms the S2S model with online training. The performance improvement compared to RGMP (Wug Oh et al., 2018) (matching-based) and S2S (Xu et al., 2018) (RNN-based) models strongly indicates that both propagation and matching information are required for better segmentation quality. Moreover, our method achieves similar performance to STM (Oh et al., 2019) when training on the same amount of data (not using synthetic data generated from image segmentation datasets) without relying on an external memory module; Therefore, our model is less memory-constrained during the inference stage compared to methods using external memory that are prone to memory overflow for longer sequences (in (Oh et al., 2019), authors save every 5th frame to the memory to avoid the GPU memory overflow during the test phase).

Table 2: A comparison between the independent RNN-based (RVOS) and matching-based (RGMP) models and our hybrid method on the DA VIS2017 dataset (Pont-Tuset et al., 2017) (test-val). HS2S- shows the results of our hybrid method on the DA VIS2017 dataset (Pont-Tuset et al., 2017) test-val). HS2S- shows the results of our hybrid method on the DA VIS2017 dataset (Pont-Tuset et al., 2017). The results of the S2S model on DA VIS2017 were not available.

<table>
<thead>
<tr>
<th>Method</th>
<th>J</th>
<th>F</th>
<th>F&amp;J</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSVOS (Maninis et al., 2018)</td>
<td>57.0</td>
<td>60.6</td>
<td>58.8</td>
</tr>
<tr>
<td>MaskTrack (Porazzi et al., 2017)</td>
<td>52.5</td>
<td>53.7</td>
<td>50.6</td>
</tr>
<tr>
<td>S2S(OL) (Xu et al., 2018)</td>
<td>63.25</td>
<td>65.6</td>
<td>64.4</td>
</tr>
<tr>
<td>OSMN (Yang et al., 2018)</td>
<td>50.3</td>
<td>52.1</td>
<td>51.2</td>
</tr>
<tr>
<td>RGMP (Wug Oh et al., 2018)</td>
<td>52.4</td>
<td>55.3</td>
<td>53.8</td>
</tr>
<tr>
<td>RVOS (Ventura et al., 2019)</td>
<td>54.6</td>
<td>59.1</td>
<td>56.8</td>
</tr>
<tr>
<td>A-GAME (Johnander et al., 2019)</td>
<td>64.3</td>
<td>67.9</td>
<td>66.1</td>
</tr>
<tr>
<td>S2S(no-OL) (Xu et al., 2018)</td>
<td>57.5</td>
<td>57.9</td>
<td>57.7</td>
</tr>
<tr>
<td>S2S++ (Azimi et al., 2020)</td>
<td>58.8</td>
<td>63.2</td>
<td>61.0</td>
</tr>
<tr>
<td>STM- (Oh et al., 2019)</td>
<td>-</td>
<td>-</td>
<td>68.2</td>
</tr>
<tr>
<td>TVOS (Zhang et al., 2020)</td>
<td>65.4</td>
<td>70.5</td>
<td>67.2</td>
</tr>
<tr>
<td>HS2S- (ours)</td>
<td>66.1</td>
<td>71.7</td>
<td>68.9</td>
</tr>
</tbody>
</table>

For both models, a fair comparison (to our disadvantage, as it improves the overall evaluation score of 57.3% for S2S (as reported in (Xu et al., 2018)) to 60% for our re-implementation S2S*).

Figure 4 shows the sequence length distribution of the Youtube-VOS training set (one sequence per object in each video). As can be seen, the length varies between 1 to about 35 frames in a very non-uniform fashion. To study the impact of the video length on the segmentation scores, we pick the sequences longer than 20 frames and measure the scores for frames with \( t < 10 \) (considered as early frames) and frames with \( t > 20 \) (considered as late frames), separately. As presented in Table 3, we observe that the hybrid model improves the late frame accuracy significantly and reduces the performance gap between the early and late frames. This observation confirms the effectiveness of the hybrid path for utilizing the information from spatio-temporal features as well as the correspondence matching.

5.2 Analysis of Sequence Length and Occlusion

To quantitatively assess our model’s effectiveness, we evaluate it in challenging scenarios such as occlusion and longer sequences. As the validation set of the Youtube-VOS dataset is not released, we use the 80:20-splits of the training set from (Ventura et al., 2019) for training and evaluation. For the S2S model results, we further used our re-implementation as the code for their work is not publicly available. Furthermore, we use the ResNet50 architecture as backbone.
Figure 3: Visual samples of our model on Youtube-VOS validation set. As can be observed, our method can successfully segment sequences with similar object instances, even in the presence of occlusion.

Figure 4: Distribution of the sequence length (per object) in the Youtube-VOS dataset. In Youtube-VOS, the video frame rate is reduced to 30 fps, and the annotations are provided every fifth frame (6 fps). Therefore, a sequence with 36 labeled frames spans 180 time steps in the original frame rate.

Table 3: A study on the impact of sequence length on the segmentation accuracy. For this experiment, we picked the video sequences with more than 20 frames. Then we compute the $F$ and $J$ scores for frames earlier ($t < 10$) and later ($t > 20$) in the sequence. As the results show, there is a performance drop as the time step increases. However, our hybrid model’s performance drops a lot less than the baseline’s.

<table>
<thead>
<tr>
<th>Method</th>
<th>$F_{t&lt;10}$</th>
<th>$J_{t&lt;10}$</th>
<th>$F_{t&gt;20}$</th>
<th>$J_{t&gt;20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2S*</td>
<td>74.4</td>
<td>73.7</td>
<td>54.5</td>
<td>54.6</td>
</tr>
<tr>
<td>HS2S (ours)</td>
<td>77.1</td>
<td>76.3</td>
<td>65.5</td>
<td>64.2</td>
</tr>
</tbody>
</table>

The histogram in Figure 5 shows the number of sequences with occlusion in Youtube-VOS training set. Each bin in the histogram shows the occlusion duration, and the y axis indicates the number of sequences that belong to each bin. As can be seen from this plot, the occlusion duration varies between 1 to 25 frames. To study our model’s effectiveness in handling occlusion, we report the scores for frames appearing after a first occlusion in Table 4. An occlusion is considered a scenario where the object leaves the scene entirely and re-appears again. As the areas below 100 pixels are almost not visible (and could be considered as labeling noise), we also consider occlusions at three different thresholds of 0, 50, and 100 pixels. As we can see in the table, occlusion is a challenging scenario with significantly lower scores than the average sequence scores. However, our proposed ap-
Table 5: An ablation study on the impact of different components in our model. S2S* is our re-implemented version of the S2S method with the same backbone as our model, for a fair comparison (this version achieves a better segmentation accuracy). S2S₀ refers to our model without the hybrid propagation, only using the first frame as reference. S2S₀−1 is our model with hybrid propagation and without utilizing the first frame. In HS2S_{sim}, we implemented the merge layer (Figure 2) using cosine similarity instead of Global Convolution.

<table>
<thead>
<tr>
<th>Method</th>
<th>J</th>
<th>F</th>
<th>F&amp;J</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2S (Xu et al., 2018)</td>
<td>57.5</td>
<td>57.9</td>
<td>57.7</td>
</tr>
<tr>
<td>S2S*</td>
<td>59.1</td>
<td>63.7</td>
<td>61.4</td>
</tr>
<tr>
<td>HS2S₀</td>
<td>64.0</td>
<td>68.95</td>
<td>66.5</td>
</tr>
<tr>
<td>HS2S₀−1</td>
<td>63.6</td>
<td>68.7</td>
<td>66.2</td>
</tr>
<tr>
<td>HS2S</td>
<td>66.1</td>
<td>71.7</td>
<td>68.9</td>
</tr>
<tr>
<td>HS2S_{sim}</td>
<td>64.35</td>
<td>69.35</td>
<td>66.9</td>
</tr>
</tbody>
</table>

proach again succeeds in defending its considerable improvement over the S2S baseline.

6 ABLATION STUDY

In this section, we present an ablation study on the impact of different components of our model. In addition, we provide the results for a variant of our model where we use cosine similarity (Wang et al., 2018) for the merge layer instead of global convolution (referred to as HS2S_{sim}). Table 5 presents the segmentation scores when different components in our model are added one at a time. The results for S2S* are obtained from our re-implementation of the S2S model with ResNet50 backbone. As it can be seen from the results, utilizing the first frame as the reference (HS2S₀) and using the hybrid match-propagate strategy (HS2S₀−1) both improve the segmentation quality. Moreover, the enhancements add up when they are integrated into a single model (HS2S).

7 CONCLUSION

In this work, we presented a hybrid architecture for the task of one-shot Video Object Segmentation. To this end, we combined the merits of RNN-based approaches and models based on correspondence matching. We showed that the advantages of these two categories are complementary, and can assist each other in challenging scenarios. Our experiments demonstrate that both mechanisms are required for obtaining better segmentation quality.

Furthermore, we provided an analysis of two challenging scenarios: occlusion and longer sequences. We observed that our hybrid model achieves a significant improvement in robustness compared to the baselines that rely on RNNs (Xu et al., 2018) and reference guidance (Wug Oh et al., 2018). However, occlusion remains an open challenge for future investigation, as the performance in this scenario is considerably lower than the average. Moreover, we believe that integrating global information and modeling the interactions between the objects in the scene is a promising direction for future work.
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