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Abstract: A novel user friendly method is proposed for calibrating a procam system from a single pose of a planar chessboard target. The user simply needs to orient the chessboard in a single appropriate pose. A sequence of Gray Code patterns are projected onto the chessboard, which allows correspondences between the camera, projector and chessboard to be automatically extracted. These correspondences are fed as input to a nonlinear optimization method that models the projection of the principle points onto the chessboard, and accurately calculates the intrinsic and extrinsic parameters of both the camera and the project, as well as the camera’s distortion coefficients. The method is experimentally validated on a real procam system, which is shown to be comparable in accuracy with existing multi-pose approaches. The impact of the orientation of the chessboard with respect to the procam imaging places is also explored through extensive simulations.

1 INTRODUCTION

Projector camera (procam) systems are an effective approach for implementing range sensing and interacting with a 3D environment. For static scenes, the procam system can be used as an inexpensive 3D scanner (Moreno and Taubin, 2012). They can also be used in dynamic settings where the camera captures information about the environment in real time and the projector displays any visual content that the user provides. This allows the system to implement Spatial Augmented Reality (SAR) (Audet and Okutomi, 2009). This type of projection-based augmented reality (AR) enables the user to interact with the environment naturally without the requirement to have devices attached to their bodies as in head mounted or handheld AR (Yang et al., 2016). Shader lamps, smart projectors and augmented paintings on non-planar surfaces are a few of the specific applications of SAR achieved through procam systems (Bimber and Raskar, 2005).

Prior to use, the intrinsic and extrinsic parameters of the procam system must be acquired, which is a process referred to as calibration. Projectors are similar to cameras with respect to their system geometry, except that they emit light rather than absorbing it, which allows many techniques developed for camera calibration to be adapted for calibrating a projector, provided that methods such as structured light are able to obtain camera-projector pixel correspondences. This work makes use of Gray code patterns to accomplish this task (Salvi et al., 2004). Through the use of structured light, the difficulty in establishing camera-projector pixel correspondences is largely alleviated and becomes computationally trivial, unlike passive camera-camera stereovision systems. However, the issue remains that to calibrate a procam system, 3D correspondences need to be established either by moving a planar target to multiple poses, or by making use of a 3D calibration target that possesses specific shape and detail requirements.

This work proposes a user friendly method for calibrating a procam system from a single pose of
a planar chessboard pattern of known dimensions as shown in Figure 1. Camera-chessboard and projector-chessboard homographies are established with camera and chessboard after the camera and projector correspondences have been identified. Using their respective homographic relationship with the chessboard both the camera and projector project their principal points onto it thereby establishing a definition for their respective principal axis. Once their principal axis are defined their respective projection parameters are optimized using the Levenberg-Marquardt algorithm. Once the projection relationship the chessboard has with the camera and projector is calculated it is trivial to compute the extrinsic parameters that relate the camera location to the projector location. The user does not need to move any object or require any special purpose or expensive equipment.

The accuracy of the recovered parameters from this method are comparable to those derived from mainstream techniques, all of which require multiple repositioning of a calibration target. To our best knowledge, this is the first example of procam calibration from a single pose of a planar target, which is the main contribution of this paper.

A second contribution is the implementation of a PnP-based technique for determining the precision of a group of calibration parameters. This was included to enhance the reprojection error metric, which may not necessarily indicate how stable the final parameters are when used to determine arbitrary 3D points in space. The benefit of this technique is revealed from the experimental results, which characterize the accuracy of the method and demonstrates that it compares favorably with other more standard approaches.

2 BACKGROUND

There are many types of procam calibration methods, all of which require one or more of the following:

- Images of a 2D target in several poses;
- A pre-calibrated camera;
- A precise electro-mechanical actuator, or;
- A 3D object that satisfies specific shape and detail constraints.

Each of these requirements increases complexity and therefore decreases accessibility for the user, especially outside of a lab environment, as well as increasing potential sources of error.

Methods based on Zhang’s flexible calibration approach (Zhang, 2000) are the most common, due to its effectiveness and popularity for camera calibration. The main difference between such methods are the structured light technique used to acquire projector correspondences, and the patterns used on the 2D planar target, which tend to be chessboard corners (Zhang and S. Huang, 2006) (Huang et al., 2018), circles (Zhongwei Li, 2008) (Huang et al., 2015) or sometimes QR codes (Audet and Okutomi, 2009) and random dot patterns (Yang et al., 2016). Whichever structured light technique or 2D planar target pattern is used, this type of calibration requires at least three poses of the 2D target plane to be imaged by the procam system (Zhang, 2000). It is an exacting and time consuming task to orient a planar target in multiple unique positions, while ensuring that it remains prominently in the fields of view of both the camera and the projector.

A method called visual servoing can be used to calibrate a projector given a pre-calibrated camera. The projector is to project a chessboard onto a physical one such that the corners of the physical and projected chessboard align (Berry et al., 2013). This is done by modelling the projector as a virtual camera whose pose can be altered and is viewing the chessboard though the actual projector remains in the same position throughout the calibration process. Using control theory the virtual camera is moved so that it is in the same pose as the projector that it is modelling, once the virtual camera and projector occupy the same position the projected chessboard will align with the physical one (Chaumette and Hutchinson, 2006) (Mosnier et al., 2009). Despite the camera (which is effectively half of the procam system) being precalibrated, at least 10 distinct poses of a chessboard are needed to calibrate the projector intrinsic and the extrinsic parameters. This therefore has the same drawbacks as Zhang’s method applied to procam calibration.

It is possible to calibrate a procam system if the position of a planar target can be precisely controlled. This allows Tsai’s camera calibration method (Tsai, 1987) to be repurposed for procam calibration. In Tsai’s method, calibration can be achieved with only two poses of a planar target, under the condition that these poses are related by a pure translation, and that the accurate translation value is known (Chen et al., 2009) (Zhang, 2000). This can only be done if one has access to a programmable actuator, which severely limits the accessibility of this method.

Through the decomposition of a radial fundamental matrix and utilizing Bougnoux’s equations, it is possible to simultaneously calibrate the projector and camera (Li et al., 2017). Methods based on the aforementioned matrix and equations only require a 3D (i.e. non-planar) object imaged in a single pose to complete the calibration process (Yamazaki et al.,...
2011). However, for the values to be known to a global scale, the dimensions of the object must be known, and because it is based on a fundamental matrix, the object has shape and detail requirements that must be met for the results to be stable, including that it should not be rotational or translation invariant and provide enough geometric variation to facilitate successful optimization (Resch et al., 2015).

### 3 METHOD

The proposed method makes use of an error metric based upon mapping a set of known 2D coordinates on a planar chessboard pattern onto each of the camera and projector planes. This linear mapping comprises the respective homographies between the two pairs of planes (i.e., chessboard to camera, and chessboard to projector) as well as the projection matrices formed by the camera and projector intrinsic and extrinsic parameters. In the case of the camera, a non-linear transformation of the image is also applied, to correct for radial distortions.

The error metric is used to drive a non-linear optimization process over a set of parameters that model the projections. The optimization is done separately for each of the camera and the projector, and its successful convergence is reasonably robust to the selection of initial values. Upon convergence, the resulting optimized parameters convert directly to establish the intrinsic and extrinsic parameters of the camera and projector, the accuracy of which is then independently evaluated with a separate test.

#### 3.1 Model and Notation

The pinhole model is used to describe the camera and projector (Hartley and Zisserman, 2003) as shown in Figure 2, with respective intrinsic matrices $K_c$ and $K_p$ defined as:

$$K_c = \begin{bmatrix} f_c & 0 & uOC \ 0 & \alpha_c f_c & vOC \ 0 & 0 & 1 \end{bmatrix}, \quad K_p = \begin{bmatrix} f_p & 0 & uOP \ 0 & \alpha_p f_p & vOP \ 0 & 0 & 1 \end{bmatrix}$$

Here, $f_c$ and $f_p$ represent the camera and projector focal lengths, and $[uOC, vOC]^T$ and $[uOP, vOP]^T$ are their respective principal points. The aspect ratio between the camera’s u- and v-axes is denoted $\alpha_c$. The projector’s aspect ratio is assumed to be unity, due to the high uniformity of commercial projectors, and so $\alpha_p = 1$ and this term is excluded from further consideration. Camera lenses can exhibit significant radial distortion (Hartley and Kang, 2007), which can be estimated and corrected using the two parameter division model (Huang et al., 2020) that was introduced by Fitzgibbon (Fitzgibbon, 2001). Alternately, projector lenses tend to be high quality and considered to possess relatively negligible amounts of radial distortion (Draréni et al., 2011), and so we do not include projector radial distortion in our calibration model.

Let $m^c = [u^c, v^c]^T$ and $m^p = [u^p, v^p]^T$ represent corresponding undistorted and distorted 2D points in the camera image plane. The division model transforms $m^c$ to $m^p$ through the following:

$$\begin{align*}
\hat{u}^c &= u^c + \frac{\hat{d}^c - u^c}{1 + k_1 r^2 + k_2 r^4} \\
\hat{v}^c &= v^c + \frac{\hat{d}^c - v^c}{1 + k_1 r^2 + k_2 r^4}
\end{align*}$$

where $k_1$ and $k_2$ are the free parameters that need to be estimated, and $r$ is the Euclidean distance between the principal point and the distorted point.

The intrinsic matrices of the camera and projector allow 3D points defined in their respective coordinate systems to be transformed to their respective image planes as follows:

$$s m^c = K_c M^c \quad s m^p = K_p M^p$$

where $m^j = [u^j, v^j]^T$ are 2D points on the camera $(j = c)$ or projector $(j = p)$ plane, and $M^j = [x^j, y^j, z^j]^T$ are 3D points defined in their corresponding coordinate reference systems as shown in Figure 2. Points on the planar chessboard calibration target are defined in the chessboard coordinate frame, but are not a priori defined in either the camera or projector coordinate frames. To map these points from the chessboard frame to the camera or projector frames, the rotation and translation values between the chessboard and pinhole devices need to be determined. Let $[R_c|T_c]$ and $[R_p|T_p]$ represent the rotation and translation of the chessboard in the camera and projector frames respectively, with the rotation matrices parameterized by the XYZ-Euler angles $(\psi_c, \nu_c, \phi_c)$ and $(\psi_p, \nu_p, \phi_p)$. Multiplying the rotation and translation matrices by the corresponding intrinsic matrix allows for points defined in the chessboard coordinate system to be projected onto the camera and projector image planes:

$$s m^c = K_c [R_c|T_c] M^b \quad s m^p = K_p [R_p|T_p] M^b$$

where $M^b = [x^b, y^b, z^b]^T$ is a 3D point on the chessboard plane described in the chessboard frame as shown in Figure 2.

The chessboard by construction lies on the $x^b$-$y^b$ plane, and so $M^b = [x^b, y^b, 0]^T$. Let $m^b = [m^b_x, m^b_y]^T$ represent a 2D coordinate on the chessboard plane such that $M^b = [m^b_x, m^b_y, 0]^T$. The metric dimension of the
chessboard is known, and its $N$ corner coordinate values are stored as $\{m^b_i\}_{i=1}^N$. The value of any $m^b_i$ is then related to the corresponding 2D $m^c_i$ and $m^c_{i'}$ points through a pair of 2D homographies:

$$m^c_i = H^b_c m^b_i = H^b_c m^c_{i'}$$  \hspace{1cm} (5)

Two sets of six parameters, denoted by $\theta_c$ for the camera and $\theta_p$ for the projector, need to be determined to fully calibrate the procam system:

$$\begin{align*}
\theta_c &= \{f_c, \alpha_c, \phi_c, \chi_c, \psi_c, \omega_c\} \\
\theta_p &= \{f_p, \alpha_p, \phi_p, \chi_p, \psi_p, \omega_p\}
\end{align*}$$  \hspace{1cm} (6)

Here, $O_c = [x_c, y_c, z_c]^T$, $\phi_c$, and $O_p = [x_p, y_p, z_p]^T$, $\phi_p$, denote the center of projection and the rotation about the principal axis of the camera and projector respectively.

### 3.2 Camera Calibration

The radial distortion present in the camera lens must first be calculated before $\theta_c$ can be optimized. This is accomplished by first extracting the epipole from the fundamental matrix between $m^c_i$ and $m^b_i$, which is known as the fundamental matrix of radial distortion for which the epipole is equivalent to the center of distortion (Hartley and Kang, 2007). The center of distortion extracted from this technique is used as the principal point for the camera. Next, the distortion coefficients $k_1$ and $k_2$ are computed using the one-shot method of (Huang et al., 2020), which is based on the assumption that the homography between the $b_i$ and $m^c_i$ is proportional to the mapping between $m^b_i$ and $m^c_i$.

Once $k_1$ and $k_2$ are calculated the undistorted camera image points $m^c_{i'}$ can be recovered using Eq. 2.

Having calculated and corrected the camera radial distortion, the first step in optimizing $\theta_c$ is to define the principal axis of the camera. First the homography $H^b_c$ between the camera and chessboard is calculated from Eq. 5 using the known $m^b_i$ and the extracted and undistorted $m^c_i$. Homography $H^b_c$ is then used to project the camera frame principal point $[u_{oc}, v_{oc}]^T$ onto the chessboard plane. Let $C^b_o$ be the 3D location of $[u_{oc}, v_{oc}]^T$ projected onto the chessboard, expressed in the chessboard coordinate frame. By definition the principal axis is the z-axis $\hat{Z}$, which originates at the origin of the camera reference frame, and intersects with the image plane at point $[u_{oc}, v_{oc}]^T$ and at the chessboard at point $C^b_o$ as shown in Figure 3. A rotation matrix $A$ is formed by the following:

$$\begin{align*}
\dot{Z} &= C^b_o - O_c \\
\dot{Y} &= \dot{Z} \times [1 \text{ 0 0}]^T \\
\dot{X} &= \dot{Y} \times \dot{Z}
\end{align*}$$  \hspace{1cm} (7)

$$A = \begin{bmatrix}
\dot{X} & \dot{Y} & \dot{Z} \\
X & Y & Z
\end{bmatrix}$$  \hspace{1cm} (8)

The directions of the x- and y-axes are controlled by $\phi_r$, which rotates them about the z-axis, creating a new rotation matrix $A_r = AR_Z(\phi_r)$. Next, $A_r$ and $O_c$ are then used to calculate the extrinsic values between the chessboard and the camera:

$$R_c = A_r^T, \hspace{1cm} T_c = -A_r^T \times O_c$$  \hspace{1cm} (9)

The location of $C^b_o$ is constant throughout the entire optimization process, therefore the camera is al-
ways pointed towards the same location on the chessboard plane. Thus, as the value of \( x' \) changes the the camera is rotated about its y axis and as the value of \( y' \) changes the camera is rotated about its x axis. There is no need to include \( \psi \) and \( \nu \), the rotations about the camera’s x and y axis respectively, in \( \theta_c \).

The corners of the chessboard are then projected onto the camera image plane using Eq. 3 with each \( m_i^c \) replaced by \( m_i(\theta_c) \). The absolute difference between the undistorted camera image points \( m_i^c \) and the transformed image points \( m_i(\theta_c) \) is the error metric used to optimize \( \theta_c \), by applying the Levenberg-Marquardt algorithm to minimize the following cost function with respect to \( \theta_c \):

\[
\theta_c^* = \text{argmin}_{\theta_c} \sum_{i=1}^{N} ||m_i^c - m_i(\theta_c)||^2
\]  

(10)

### 3.3 Projector Calibration

As with the camera, the principal axis of the projector must be defined to optimize \( \theta_p \). Homography \( H_p^c \) is then used to project \([u_{op}, v_{op}]^T\) onto the chessboard plane, so that \( P_p^c \) is the 3D point of intersection of the projector optical axis and the chessboard plane, expressed in the chessboard coordinate system as shown in Figure 3. \( \mu_{op} \) will always be equal to half the width of the projector image plane. As before with the camera, and analogous to Eq. 9, a rotation matrix \( A \) matrix is formed using Eq. 11, albeit with \( \phi \), replaced by \( \phi_p \).

Here, the directions of the x- and y-axes are controlled by \( \phi_p \), which rotates them about the z-axis, creating a new rotation matrix \( A_p = AR_z(\psi) \). The \( A_p \) and \( O_p \) values are then used to calculate the extrinsic parameters between the chessboard and camera:

\[
R_p = A_p^T, \quad T_p = -A_p^T \times O_p
\]  

(11)

The location of \( P_p^c \) is confined to a line segment on the chessboard plane throughout the entire optimization process. Thus, as the value of \( x_p^c \) changes the the projector is rotated about its y axis and as the values of \( v_{op} \) and \( y_p^c \) change the projector is rotated about its x axis. There is no need to include \( \psi_p \) and \( \nu_p \), the rotations about the projector’s x and y axis respectively, in \( \theta_p \).

The corners of the chessboard are then projected onto the projector image plane using Eq. 3, with \( m_i^p \) replaced by \( m_i(\theta_p) \). The absolute difference between the projector image points \( m_i^p \) and transformed image points \( m_i(\theta_p) \) is the error metric used to optimize \( \theta_p \). Analogous to the application of Eq. 10 for the camera parameters, the Leveberg-Marquardt algorithm is then applied to minimize the following cost function with respect to the projector parameter set \( \theta_p^* \):

\[
\theta_p^* = \text{argmin}_{\theta_p} \sum_{i=1}^{N} ||m_i^p - m_i(\theta_p)||^2
\]  

(12)

### 3.4 Projector Camera Calibration

Lastly the procam extrinsic parameters are recovered from \([R, T]\) and \([R_p, T_p]\):

\[
R = R_p R_c^T, \quad T = T_p - R T_c
\]  

(13)

### 3.5 Initial Values

Initial estimates of the values of the two calibration parameter sets are required to commence the optimization process, with the values used listed in Table 1. The initial values of the focal lengths are the diagonal pixel length of their respective image planes (Yamazaki et al., 2011) where \( r_c, r_p, c_c, c_p \) are the number of rows and columns in the projector and camera image planes. The value of \( \alpha_e \) is initialized to 1 as experimentally the aspect ratio is typically close to unity for pinhole devices (Moreno and Taubin, 2012). The vertical coordinate of the projector principal point, \( v_{op} \), is usually near the top or bottom of the image plane, and so it was initialized to half the height of the projector image plane. The values of \( O_c = O_p = [0 \ 0 \ 2w_b]^T \) and \( \phi_c = \phi_p = 0^\circ \) were initialized based on the reasonable assumption that the chessboard is facing both the camera and the projector, and that their x- and y-axes are similarly oriented. The width of the chessboard is represented by \( w_b \).
Table 1: Calibration Parameter Set Initial Values.

<table>
<thead>
<tr>
<th>Camera</th>
<th>Projector</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_c )</td>
<td>( \theta_p )</td>
</tr>
<tr>
<td>( f_c )</td>
<td>( f_p )</td>
</tr>
<tr>
<td>( \sqrt{r_c^2 + c_c^2} )</td>
<td>( \sqrt{r_p^2 + c_p^2} )</td>
</tr>
<tr>
<td>( \alpha_c )</td>
<td>( v_p )</td>
</tr>
<tr>
<td>( \psi_c )</td>
<td>( r_p/2 )</td>
</tr>
<tr>
<td>( x_c^o )</td>
<td>( x_p^o )</td>
</tr>
<tr>
<td>( y_c^o )</td>
<td>( y_p^o )</td>
</tr>
<tr>
<td>( z_c^o )</td>
<td>( z_p^o )</td>
</tr>
<tr>
<td>( 2w_b )</td>
<td>( 2w_b )</td>
</tr>
</tbody>
</table>

3.6 Correspondence Acquisition

The \( N \) chessboard corner coordinates are extracted to subpixel accuracy from the camera image and are stored in the array \( \{m_i^c\}_{i=1}^N \), with the \( \hat{\cdot} \) symbol indicating that these coordinates exhibit the radial distortion, i.e. they have not yet been undistorted by applying Eq. 2. The projector frame coordinates corresponding to each of these camera frame coordinates are acquired by decoding a sequence of 46 projected Gray Code patterns, two of which are shown in Figure 4 and utilizing local homographies in the same manner as (Moreno and Taubin, 2012). The projector correspondences are then stored in the array \( \{m_i^p\}_{i=1}^N \), ordered such that each \( \hat{m}_i^c \), \( m_i^c \) and \( m_i^p \) correspond. Figure 5 shows the raw camera image and the computed projector ‘image’.

Figure 4: Horizontal and vertical Gray Codes projected onto chessboard.

Figure 5: Camera Image (left) and projector image (right).

4 EXPERIMENTS

Two sets of experiments were performed to test the accuracy of the proposed procam calibration method. One utilized a real procam system programmed with OpenCV in C++, and the other was a simulation programmed in MATLAB. The real experiments show that different poses affect the accuracy of the calibration, and the simulated experiments allow us to isolate and identify what elements of the chessboard pose are the most influential factors that impact accuracy.

4.1 ProCam Setup

The proposed calibration method was applied to a physical procam system. The camera used for this experiment was a BlackFly Point Grey color camera with a resolution of 1280 \( \times \) 800 and the projector was the Epson PowerLite 1771W with a resolution of 1920 \( \times \) 1080 as shown in Figure 1. A chessboard of dimensions 21 \( \times \) 26.5 cm with 10 \( \times \) 6 = 60 corners was used as the calibration plane. The chessboard was moved to seven distinct poses where the Gray Code sequence was projected, to establish sets of correspondences between the camera and projector points (described in Sec. 3.6).

4.2 Accuracy Metrics and Reference Values

To assess the accuracy and validity of the calibration parameters, the calibration method of (Moreno and Taubin, 2012) was used to establish reference values to compare against. They effectively used Zhang’s method (Zhang, 2000) to calibrate both the camera and the projector. Zhang’s method requires minimally three distinct poses of a planar surface to calibrate a pinhole device, with 46 Gray Code images acquired for each chessboard pose to automatically establish correspondences between projector and camera coordinates.

As seven distinct poses of the chessboard were acquired, there are multiple groups of calibration parameters that can arise, each resulting from a unique combination of the seven distinct chessboard poses. Each such combination is referred to here as a pose set. Each pose set contains between three and seven chessboard poses, and so the number of pose sets is:

\[
\sum_{i=3}^{7} \frac{7!}{i!(7-i)!} = 99
\]  

The reprojection error was used to determine the validity and of the calculated calibration parameters, as well as the two quantities \( \sigma_T \) and \( \sigma_r \), where \( \sigma_T \) is the standard deviation of the projector’s location with respect to the camera, and \( \sigma_r \) is the standard deviation of the projector’s distance \( |T| \) from the camera (known as the stereovision baseline). Assume the first group of calibration parameters were obtained using a combination of poses one, two and three. The intrinsic parameters from that pose set are used with
the point correspondences extracted from the Gray Code images to calculate the \((X, Y, Z, |T|)\) values between the camera and projector, resulting in seven \((X, Y, Z, |T|)\) values, i.e. one for each pose, including the three poses (one, two and three) used to calculate the parameters. The \(\sigma_T\) value is equal to the square root of the sum of the variances of the \((X, Y, Z)\) coordinates, and \(\sigma_{|T|}\) is equal to the standard deviation of the \(|T|\) values. Methods that solve the PnP problem can be used to extract the pose of pinhole device with respect to an object defined from a known set of planar or non-planar points if the intrinsic parameters are known (Lépetit et al., 2009) (Lu, 2018). Therefore OpenCV’s solvePnP function is used in conjunction with Eq. 13 to calculate \(\sigma_T\) and \(\sigma_{|T|}\).

These standard deviation metrics are included in the analyses because reprojection error may not accurately predict the correctness of a possible 3D reconstruction. No matter how the chessboard is moved and oriented in 3D space one should be able to calculate the same values for the procam extrinsic parameters using a PnP method because the pose between the camera and projector is rigid and thus constant in a procam system. Thus when a PnP method is applied with the procam intrinsic parameters to calculate the extrinsics, \(T\) and \(|T|\) should remain constant, although a small amount of variation is expected due to noise. Therefore the \(\sigma_{|T|}\) and \(\sigma_T\) measures the precision of the calibration.

The reprojection errors, \(\sigma_{|T|}\) and \(\sigma_T\) were calculated for all 99 pose sets. Pose set 99 was calibrated using all seven poses, and pose set 4 was calibrated using only poses four, five and six. For convenience, these are referred to as Set A and Set B, respectively. Set A produced the lowest reprojection error for the camera, projector and procam system, while the parameters of Set B resulted in the lowest values for \(\sigma_{|T|}\) and \(\sigma_T\) as shown in Tables 2 and 3. The parameters of Set B are used as the reference values because translation standard deviation values are less than half of Set A’s, and their resultant reprojection errors are within no more than 5% of Set A’s. This indicates that the parameters resulting from Set B will be able to extract depth to a higher degree of accuracy than Set A for arbitrary objects because while Set A is marginally more accurate than Set B, Set A is significantly less precise than Set B.

### 4.3 Real Data Results

Each of the seven chessboard poses produced a different final group of procam calibration parameters when the proposed method was used. The values of the parameters is largely dependent on the orientation between the pinhole devices and the chessboard. Table 5 and 6 show the calculated intrinsic parameters of the camera and projector respectively for each pose.

The camera reprojection error is largely dependent on the sum of the absolute values of \(\psi\) and \(v_c\). This pattern is clearly displayed in Table 7 which also lists \(|\Delta f|\), the absolute difference between the reference values and calculated focal length of the camera for
Table 7: Camera Calibration Accuracy Metrics.

| Set | \(\psi_c\) | \(\nu_c\) | \(|\psi_c| + |\nu_c|\) | \(\Delta f_p\) | Error |
|-----|--------------|--------------|--------------------------|--------------|-------|
| 1   | -19.11       | -8.32        | 27.43                    | 42.78        | 0.30  |
| 2   | -12.25       | -9.42        | 21.68                    | 135.47       | 0.42  |
| 3   | -4.47        | 4.92         | 9.40                     | 372.16       | 1.2   |
| 4   | -9.62        | 1.74         | 11.36                    | 49.88        | 0.44  |
| 5   | -5.69        | -29.44       | 35.12                    | 51.47        | 0.39  |
| 6   | -14.18       | -15.64       | 29.82                    | 42.65        | 0.31  |
| 7   | -4.13        | 5.01         | 9.14                     | 603.73       | 1.62  |

Each set. Set one, five and six possess \(|\psi_c| + |\nu_c|\) values over 25 degrees and their average reprojection error is greater than 0.4. Sets 3 and 7 both have \(|\psi_c| + |\nu_c|\) less than 10 degrees average reprojection error is greater than 1. Set two and set four both were both calibrated with \(|\psi_c| + |\nu_c|\) values that are greater than 10 degrees but less than 25 degrees, and their average reprojection errors are 0.42 and 0.44 respectively. Generally the higher the \(|\psi_c| + |\nu_c|\) value, the lower the reprojection errors that the intrinsic matrix will provide. Also, the sets that provide three of the lowest reprojection error, set one, four and six produce \(\Delta f_p\) values that are less than the standard deviation value of \(f_p\) in Table 4.

The projector reprojection error is also dependent of the chessboard rotation about its x- and y-axis, but in a different manner than the camera. Sets three, four, five and seven possess \(|\psi_p|\) that are all greater than 13 degrees, and each of their mean reprojection errors are less than 1.5. Sets one, two and six all possess \(|\psi_p|\) values less than 10 degrees and consequently their reprojection errors are all greater than 1.5 as displayed in Table 8. Therefore generally the greater the \(|\psi_p|\) value, the lower the associated reprojection errors that the intrinsic matrix will provide. \(|\Delta f_p|\), the absolute difference between the reference focal length and calculated focal length is also displayed in Table 8, the sets that provide the lowest four reprojection errors (i.e. sets three, four, five and seven), produce \(|\Delta f_p|\) values that are less than the standard deviation of \(f_p\) in Table 4.

The accuracy of the extrinsic parameters which are displayed in Table 9 are dependent on the accuracy of the intrinsic parameters. Intrinsic parameters dictate the location of the image plane relative to the center of distortion, and where the ray connecting a 3D point and the center of projection intercept the associated image plane. For example, the Z value of set two and set seven diverge the most from the reference value, with values 189.92 and 190.26 mm respectively. The projector focal length produced from set two deviates from the reference value the most compared to the six other projector focal lengths. Likewise for the camera focal length produced by set seven. Sets four and five produce two of the top four calibration parameters for the camera and the projector, and as a result have the most accurate Z value.

The results of the \(\sigma_{\psi_p}\), \(\sigma_{\nu_p}\) and the stereo reprojection error are highly correlated. Generally, the closer the calibration parameters (both intrinsic and extrinsic) are to the reference value, the smaller the errors and translation standard deviations are, as shown in Table 10. Set one and three have the same stereo reprojection, but their \(\sigma_{\psi_p}\) value differs by about 2 mm and their \(\sigma_{\nu_p}\) value differ by about 7 mm. This suggests that despite possessing the same correspondence error, the calibration parameters of set three would provide a better surface reconstruction than set one.

### 4.4 Simulation Results

From the results of the real procam system experiments, it is shown that that the pose of the chessboard relative to the camera and projector directly affect the
Table 10: PNP Translation Vector and Stereo Reprojection
Error Results.

<table>
<thead>
<tr>
<th>Set</th>
<th>Magnitude</th>
<th>Location</th>
<th>Stereo</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.45</td>
<td>11.40</td>
<td>1.13</td>
</tr>
<tr>
<td>2</td>
<td>17.94</td>
<td>21.40</td>
<td>2.02</td>
</tr>
<tr>
<td>3</td>
<td>3.68</td>
<td>9.64</td>
<td>1.13</td>
</tr>
<tr>
<td>4</td>
<td>1.49</td>
<td>2.34</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>1.48</td>
<td>2.99</td>
<td>0.93</td>
</tr>
<tr>
<td>6</td>
<td>11.69</td>
<td>20.72</td>
<td>1.62</td>
</tr>
<tr>
<td>7</td>
<td>6.74</td>
<td>18.62</td>
<td>1.40</td>
</tr>
</tbody>
</table>

calibration accuracy. This simulated experiment isolates and examines this phenomenon more precisely, by rotating the projector and camera individually with respect to the chessboard to identify how the varying degrees of rotation affect calibration accuracy. The value of $|\Delta f_c|$ and $|\Delta f_p|$ are highly correlated with their respective reprojection errors as shown in Table 7 and 8 and are therefore used as the accuracy metrics for this experiment. The simulated $K_e$ values are; $f_e = 1539$, $\alpha_e = 1.004$, $u_{0e} = 674$, and $v_{0e} = 512$. The simulated $K_p$ values are; $f_p = 2421$, $\alpha_p = 1.002$, $u_{0p} = 1013$, and $v_{0p} = 1065$. The resolution of the simulated camera and projector are $1280 \times 800$ and $1900 \times 1080$ pixels respectively. The simulated chessboard was $21 \times 26.5$ cm with $10 \times 6 = 60$ corners.

Let $(\psi_c, v_c)$ and $(\psi_p, v_p)$ be the rotations about x- and y-axes for the camera and projector respectively. The principal point to calibrate the camera was shifted 5 pixels to the right and downwards from its true value to account for the real world issue that the calculated center of distortion is not located in the exact same place as the ground truth principal point of the camera. The assumptions about the projector intrinsic matrix in this section are consistent with the assumptions made in the previous section. Throughout all rotations, the translation vector for both devices were kept constant, along with the rotations about the z-axis (i.e. $\phi$) as well as their respective intrinsic matrices.

4.4.1 Camera

The value of $|\Delta f_c|$ generally decreases as $|\psi_c| + |v_c|$ increases, as shown in Figure 6 where yellow points signify high error and dark blue points signify low error. Figure 7 shows a plot of $|\Delta f_c|$ vs. $\psi_c$, where $v_c = 10^\circ \forall (\psi_c,|\Delta f_c|)$, and $|\Delta f_c|$ vs $v_c$ where $\psi_c = 10^\circ \forall (v_c,|\Delta f_c|)$. Despite the fact that for each of the aforementioned graphs one of the angles is fixed, they represent the overall relationship between the focal length error and $(v_c, \psi_c)$, which is that $|\Delta f_c|$ exponentially decays as $|\psi_c|$ and $|v_c|$ increase.

4.4.2 Projector

The overall relationship between $|\Delta f_p|$ and $(\psi_p, v_p)$ is not the same as the camera’s due to the different set of assumptions regarding the intrinsic parameters. The $|\Delta f_p|$ value still exponentially decays as $|\psi_p|$ increases for all $\psi_p = \theta$, as shown in Figures 8 and 9. However, the relationship between $|\Delta f_p|$ and $v_p$ changes depending on the corresponding $\psi_p$, as shown in Figures 9. As $v_p$ is kept constant from $-45$ to $45$ degrees, the relationship between $|\Delta f_p|$ and $\psi_p$ transitions from generally increasing with $\psi_p$ , exponentially decaying with $|\psi_p|$ and generally decreasing with $\psi_p$.54r

4.5 Discussion

The best intrinsic calibration results from the proposed method are comparable to the results of Daniel and Gabriel’s technique. The reprojection error of the camera using intrinsic values from set one and set six are within one standard deviation of the mean reprojection error from (Moreno and Taubin, 2012). All
sets where $|\psi_c| + |\nu_c| > 10^\circ$ resulted in reprojection errors below 0.45 for the camera. The reprojection error of the projector using intrinsic values from set three, four and seven are within one standard deviation of the reprojection error from (Moreno and Taubin, 2012) and all sets where $|\nu_p| > 13^\circ$ resulted in reprojection errors below 1.3 despite not accounting for distortion.

The best procam calibration results from the proposed method are also comparable to the results of Daniel and Gabriel’s technique. All sets used to calibrate the system with the proposed technique except set two resulted in $\sigma_T$ values within a standard deviation of the mean value in Table 10. Set three, four, five and six, where at least either $|\psi_c| + |\nu_c| > 10^\circ$ or $|\nu_p| > 13^\circ$ achieved $\sigma_T$ values less than then the mean of the Zhang-style calibration method. Sets four and five are the only ones that resulted in $\sigma_{|T|}$ values that are within one standard deviation of the value returned by Set B and are also less than the mean value. They are also the only two sets where $|\psi_c| + |\nu_c| > 10^\circ$ and $|\nu_p| > 13^\circ$ and are therefore able to achieve a stereo reprojection error of less than 0.45 for the camera. The reprojection error of the projector using intrinsic values from set three, four and seven are within one standard deviation of the reprojection error from (Moreno and Taubin, 2012) and all sets where $|\nu_p| > 13^\circ$ resulted in reprojection errors below 1.3 despite not accounting for distortion.

The best procam calibration results from the proposed method are also comparable to the results of Daniel and Gabriel’s technique. All sets used to calibrate the system with the proposed technique except set two resulted in $\sigma_T$ values within a standard deviation of the mean value in Table 10. Set three, four, five and six, where at least either $|\psi_c| + |\nu_c| > 10^\circ$ or $|\nu_p| > 13^\circ$ achieved $\sigma_T$ values less than then the mean of the Zhang-style calibration method. Sets four and five are the only ones that resulted in $\sigma_{|T|}$ values that are within one standard deviation of the value returned by Set B and are also less than the mean value. They are also the only two sets where $|\psi_c| + |\nu_c| > 10^\circ$ and $|\nu_p| > 13^\circ$ and are therefore able to achieve a stereo reprojection error of less than 0.45 for the camera. The reprojection error of the projector using intrinsic values from set three, four and seven are within one standard deviation of the reprojection error from (Moreno and Taubin, 2012) and all sets where $|\nu_p| > 13^\circ$ resulted in reprojection errors below 1.3 despite not accounting for distortion.

The best procam calibration results from the proposed method are also comparable to the results of Daniel and Gabriel’s technique. All sets used to calibrate the system with the proposed technique except set two resulted in $\sigma_T$ values within a standard deviation of the mean value in Table 10. Set three, four, five and six, where at least either $|\psi_c| + |\nu_c| > 10^\circ$ or $|\nu_p| > 13^\circ$ achieved $\sigma_T$ values less than then the mean of the Zhang-style calibration method. Sets four and five are the only ones that resulted in $\sigma_{|T|}$ values that are within one standard deviation of the value returned by Set B and are also less than the mean value. They are also the only two sets where $|\psi_c| + |\nu_c| > 10^\circ$ and $|\nu_p| > 13^\circ$ and are therefore able to achieve a stereo reprojection error of less than 0.45 for the camera. The reprojection error of the projector using intrinsic values from set three, four and seven are within one standard deviation of the reprojection error from (Moreno and Taubin, 2012) and all sets where $|\nu_p| > 13^\circ$ resulted in reprojection errors below 1.3 despite not accounting for distortion.

1. The stereo reprojection error from set four is also within one standard deviation of the reprojection error derived from the ground truth method in Table 2.

5 CONCLUSIONS

This work has proposed a simple and accurate method of calibrating a procam system. It is very user friendly, requiring only a single pose of the planar chessboard target, without any requirement to reposition the target to multiple poses. It therefore contains none of the practical drawbacks and inconveniences of mainstream techniques, while maintaining comparable reprojection errors and stability of the estimated parameters. The conditions that provide the best results are easy to follow and are reproducible; orient the chessboard with respect to the camera and projector so that $|\psi_c| + |\nu_c| > 10^\circ$ degrees and $|\nu_p| > 13^\circ$ degrees, respectively. Generally the calibration accuracy improves as both quantities increase.
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