Robust Anomaly Detection in Time Series through Variational AutoEncoders and a Local Similarity Score
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Abstract: The rise of time series data availability has demanded new techniques for its automated analysis regarding several tasks, including anomaly detection. However, even though the volume of time series data is rapidly increasing, the lack of labeled abnormal samples is still an issue, hindering the performance of most supervised anomaly detection models. In this paper, we present an unsupervised framework comprised of a Variational Autoencoder coupled with a local similarity score, which learns solely on available normal data to detect abnormalities in new data. Nonetheless, we propose two techniques to improve the results if at least some abnormal samples are available. These include a training set cleaning method for removing the influence of corrupted data on detection performance and the optimization of the detection threshold. Tests were performed in two datasets: ECG5000 and MIT-BIH Arrhythmia. Regarding the ECG5000 dataset, our framework has shown to outperform some supervised and unsupervised approaches found in the literature by achieving an AUC score of 98.79%. In the MIT-BIH dataset, the training set cleaning step removed 60% of the original training samples and improved the anomaly detection AUC score from 91.70% to 93.30%.

1 INTRODUCTION

In the time-series domain, the ever-increasing data availability raises the need for automating mining or analysis processes, within which anomaly detection is included (Chandola et al., 2009). In essence, this process refers to the automatic detection of samples that are not conformant with the overall pattern distribution of a dataset. These samples are anomalies or outliers, and the process is also known as outlier or novelty detection (Chandola et al., 2009).

There are three categories of anomaly detection methods: Statistical, Machine Learning (ML), and Deep Learning (DL) (Braei and Wagner, 2020). Focusing on the DL field, conventional supervised approaches (despite showing quite robust performances) fail in two main points: their performance is impaired when classes are not balanced (the classifier learns well how to classify the majority class and fails at predicting the remaining classes); and they require a priori knowledge about abnormalities in the data, which, in some domains, is challenging (Zhang et al., 2018). Thus, as normal data is largely more available than abnormal examples, techniques capable of detecting abnormal samples without being dependent on its availability/knowledge are of great interest in several tasks (Chalapathy and Chawla, 2019).

In this work, we present an unsupervised anomaly detection framework (with possibility of using labeled abnormal samples for performance increasing, if available) that is exclusively dependent on normal data to learn. The contributions of this paper essentially rest on the implementation of a VAE (Variational Autoencoder) that learns the most relevant intrinsic structure of normal patterns, the establishment of a new anomaly score that uses VAEs reconstruction properties to emphasize local dissimilar regions relative to the original signals, and the proposal of a training set cleaning stage that reduces the influence of possibly corrupted samples on the neural network performance.

1.1 Background

VAEs are unsupervised deep generative models, which are able to learn meaningful features of the
training data and generalize it to a continuous latent distribution (Kingma and Welling, 2019). It uses Bayesian inference to learn from data and structurally consists of an encoder, a latent space, and a decoder. It performs data compression by encoding inputs into a latent variable distribution, which is randomly sampled and fitted into the decoder, that expands the latent sampled vector and tries to rebuild the original signal according to its training distribution knowledge. The sampling process is not differentiable, a required condition for the backpropagation to train the network. Thus, a reparameterization trick is introduced, by creating a stochastic variable from which the latent vector \( z \) can be sampled, using the estimated mean and standard deviation vectors.

Regarding the loss function, a VAE defines a custom loss function composed of two different terms: a reconstruction term, which forces both input and output to be morphologically similar, and a regularizer term, which approximates each latent variable distribution to a standard normal distribution.

1.2 Related Work

In the past few years, the number of studies focusing on anomaly detection tasks in time series data has significantly increased. Most traditional unsupervised approaches use distance-based methods, such as nearest-neighbor (Ramaswamy et al., 2000) or clustering (He et al., 2003) algorithms, to detect anomalies. Density estimation methods (Ma and Perkins, 2003), by capturing the density distribution of the training data, and temporal prediction techniques (Fincombe, 2005), taking into account temporal dependency within time series, are other two different categories. However, these approaches have higher computational complexity, especially for high-dimensionality data. Dimensionality reduction techniques may solve the problem, but they will also remove detailed information, which can decrease performance (Zhang et al., 2020). More recently, DL-based anomaly detection models have gained some popularity in this domain (Chalapathy and Chawla, 2019). Approaches based on generative models like VAEs and Generative Adversarial Networks (GANs) have shown quite competitive performances relative to conventional methods due to their strong generalization, modeling, and reconstruction ability. This enables the learning of the most relevant structure of training data, which will be used to build a lower-dimensional latent space distribution to where samples can be mapped. The analysis of this latent space and the samples’ reconstruction quality are common procedures of several frameworks. Many works developed techniques based on those two types of deep generative models for detecting anomalies in time-series data, such as AnoGan (Schlegl et al., 2017), MAD-GAN (Li et al., 2019) (which implement GAN architectures), and VELC (Zhang et al., 2020), Donut (Xu et al., 2018) (which use VAE models).

2 PROPOSED FRAMEWORK

The proposed framework is composed of a Latent Representation learning step, based on a VAE model, an optional training data cleaning process when some abnormal samples are available and corrupted labels are expected, and, finally, a new local anomaly score for the final classification task.

2.1 Latent Space Representation

The first component is a model able to map the input data into a reduced latent space. To this end, a VAE architecture was implemented. Through a VAE model trained only with normal samples, the model is expected to learn a latent space distribution characteristic of normal data, which is pushed to follow a standard normal distribution. Moreover, for anomaly detection purposes, the model will be able to successfully reconstruct the normal samples, whereas the reconstruction quality of the anomalies is expectedly worse. Figure 1 presents the implemented architecture.

![Diagram of VAE network](image)

Figure 1: Illustration of VAE network, proposed in this experiment.

The proposed architecture contains, essentially, 1D-Convolutional (Conv-1D) and Fully-Connected (Dense) layers. Each Conv-1D layer is associated with a pooling/unpooling layer so that data gets compressed and expanded, respectively. Convolution operations are quite useful when feature extraction and pattern recognition is needed, being, in this case, crucial for either creating a representative normal latent
space and returning suitable reconstructions of normal samples. Dense layers are used to get the latent vectors and the output signal. The number of latent variables, \( z_{dim} \), was set to 10 across experiments, chosen empirically in preliminary experiments, as a trade-off between ensuring a robust extraction of meaningful latent features while avoiding an abrupt dimensionality reduction by UMAP (Uniform Manifold Approximation and Projection) technique (as it will be further explained).

Regarding the VAE loss function, for the reconstruction term, the mean-squared error (MSE) has been selected to measure the dissimilarity between original and reconstructed samples. The second term will calculate the Kullback-Leibler Divergence (KLD) between each latent variable mean (\( \mu \)) and standard deviation (\( \sigma \)), and a standard normal distribution (\( \mu = 0, \sigma = 1 \)). The final expression is given by the following equation:

\[
L_{VAE} = \text{MSE}(X, X') + \beta \left( \frac{1}{2} \sum_{i=1}^{z_{dim}} (\mu_i^2 + \sigma_i^2) - 1 - \log(\sigma_i^2) \right) \tag{1}
\]

In equation 1, \( X \) and \( X' \) are the original and reconstructed signals, respectively. \( z_{dim} \) is the latent space dimensionality, and \( \mu \) and \( \sigma \) are the latent mean and standard deviation distribution parameters, respectively. A \( \beta \) factor has been included to reduce the regularization term weight, avoiding a posterior collapse (Lucas et al., 2019).

### 2.2 Training Samples Cleaning

A first step to prepare the training is guaranteeing a good quality annotated dataset. In larger datasets, where labels have been assigned manually by specialists, the probability of wrongfully annotated samples is higher. Furthermore, a filtering stage is often not sufficient to improve SNR (signal-to-noise ratio), and some samples may get considerably distorted, despite being well labeled. These two issues may hinder the deep neural network performance. Therefore, in an attempt to remove corrupted samples from a training set, a sample selection technique is proposed. We note that this is applied only to the training set, thus keeping the test and validation sets intact.

Firstly, the approach assumes some anomalies are known, which are used as a reference to reject normal-labeled samples to which they are most similar. In summary, the proposed technique consists of training the aforementioned VAE model and use its latent representation to map the input into a feature space dimension, where some samples are rejected based on their vicinity. The individual steps are explained as follows:

1. **Train the VAE with the Training Set to Clean:** the training set is composed only of normal-labeled samples. The architecture is the same used to perform anomaly detection;

2. **Extract the Embedding Representation:** by applying the encoder’s compression to the trained normal and known abnormal samples, the embedded representations become represented by an \( N \)-sized latent vector;

3. **Apply UMAP to Extracted Embeddings:** UMAP (McInnes et al., 2020) is a flexible non-linear dimensionality reduction technique that finds a lower-dimensional embedding preserving the most relevant structure of the data. As the VAE already learns the distribution of normal data, UMAP is applied to its latent embeddings and not the raw inputs so that the dimension reduction is not too abrupt. Subsequently, the \( N \)-dimensional embeddings are mapped into a two-dimensional space (given as a parameter);

4. **Reject Normal Samples Closer to Abnormal Ones:** first, the minimum Euclidean distance between each normal sample (from the training set) and all the abnormal ones is computed. Then, samples whose minimum distance is above the \( N_{th} \) percentile of all distances are selected, and the remaining rejected. This defines the new, filtered, training set.

An illustrative scheme summarizing the four steps is displayed in Figure 2.

We note that as the number of rejected samples rises, the training set normal variability tends to decrease, which can lower the network reconstruction ability. This trade-off depends on the reject threshold (\( N_{th} \) percentile value on step 4), which can be selected according to each dataset properties, such as the number of known anomaly types, confidence in the labeling process, etc.

### 2.3 Anomaly Score

A common approach for anomaly detection is based on comparing a similarity metric between a learned normality representation vs. outliers, assigning a score upon which a decision can be made, regarding if it is an anomalous sample or not. To this end, several different scores might be computed. Conventionally, the Euclidean distance (\( L_2 \) norm) or MSE are the most common metrics to compare original and reconstructed signals. However, they provide a global perspective, whereas the distortion is often constrained
to local segments. Hence, global scores may hide the correct interpretation of the reconstruction result. In order to improve this local distortion awareness, a new local dissimilarity score is proposed. Given $X$ and $\hat{X}$, the original and reconstructed samples, respectively, and $d$, the point-to-point Euclidean distance vector between both, the highest dissimilar samples are selected through the condition:

$$D_M = \{d_i, \text{ if } d_i > P_M\} \text{ for } 0 < i < |d|$$  \hspace{1cm} (2)

In equation 2, $d_i \in d$, $P_M$ is the $M_{th}$ percentile of $d$ vector, and $D_M$ is the vector containing the $M\%$ highest-scored points. The final anomaly score is the average over the defined points:

$$S_{local} = \frac{1}{|D_M|} \sum_{i=1}^{|D_M|} D_i$$ \hspace{1cm} (3)

This score is expected to improve the detection of local anomalies, of special interest in signals with sub-patterns such as the ECG (electrocardiogram). Figure 3 illustrates the idea behind this new score.

2.4 Evaluation

The evaluation stage allows to objectively assess the performance of a given model and infer about its behavior under different conditions. In this work, evaluation is based on Receiver Operating Characteristic (ROC) curve, its Area under the Curve (AUC), and for a given threshold, the (Balanced) Accuracy and F1-score.

Furthermore, an optimal threshold value can be computed, corresponding to the best separation between Normal and Abnormal distributions. For this, we calculate Youden’s $J$ score (Ruopp et al., 2008), and find where its maximum occurs:

$$J = TPR - FPR$$ \hspace{1cm} (4)

In equation 4, TPR and FPR designates the True Positive Rate and False Positive Rate, correspondingly. Note that this threshold value should be computed for the validation set (as it depends on known abnormal samples), since the testing set should not be reflected in any model decision. However, for comparison purposes with other works who choose the optimal threshold based on the testing set, we include this in our analysis. The general procedure of training, validation and test stages is summarized and illustrated by Figure 4.
3 APPLICATIONS

The proposed framework was validated in two use-cases, both concerning the ECG domain: the ECG5000 dataset and the MIT-BIH Arrhythmia dataset.

3.1 ECG5000 Dataset

The ECG5000 dataset is an ECG database released by Eamonn Keogh and Yanping Chen, and publicly available in the UCR Time Series Classification archive (Dau et al., 2019). It contains 5000 heartbeats (extracted from a single patient) with a length of 140 points each. 4500 heartbeats (80%) were held for testing and 500 for training tasks (20%), as shown in Table 1.

Table 1: Overview of samples distribution over classes N (Normal), R-on-T (R-on-T Premature Ventricular Contraction), PVC (Premature Ventricular Contraction), SP (Supraventricular Premature beat), and UB (Unclassified Beat).

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>292 (58.4%)</td>
<td>2627 (58.4%)</td>
</tr>
<tr>
<td>R-on-T</td>
<td>177 (35.4%)</td>
<td>1590 (35.4%)</td>
</tr>
<tr>
<td>PVC</td>
<td>10 (2.00%)</td>
<td>86 (1.92%)</td>
</tr>
<tr>
<td>SP</td>
<td>19 (3.80%)</td>
<td>175 (3.88%)</td>
</tr>
<tr>
<td>UB</td>
<td>2 (0.40%)</td>
<td>22 (0.48%)</td>
</tr>
</tbody>
</table>

The majority class (N) was considered the Normal class, while the remaining classes were grouped into a single Abnormal class.

The morphological variability of each class is shown in Figure 5.

3.1.1 Dataset Splitting

For validation purposes, the original training set has been divided into two subsets: one for training the model ($X_{train}$) and the other for hyperparameter tuning ($X_{val}$), as done in (Pereira and Silveira, 2019), with a splitting ratio (train/validation) of 80/20, respectively. For testing purposes, a different set ($X_{test}$) was already predefined. Table 2 summarizes the dataset splitting procedure.

<table>
<thead>
<tr>
<th>Class</th>
<th>Train (80%)</th>
<th>Validation (20%)</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal class</td>
<td>234</td>
<td>58</td>
<td>2697</td>
</tr>
<tr>
<td>Abnormal class</td>
<td>-</td>
<td>208</td>
<td>1805</td>
</tr>
<tr>
<td>Total</td>
<td>234</td>
<td>266</td>
<td>4500</td>
</tr>
</tbody>
</table>

3.1.2 Pre-processing

As a preprocessing step, we applied a single normalization process to the input signals to keep the comparison with other techniques as fair as possible.

- **Normalization**: dividing each signal by the maximum of its absolute ensures the data has an amplitude range between -1 and 1.

$$X' = \frac{X}{\max |X|}$$

$X$ and $X'$ refer to the original and pre-processed signals, respectively.

3.1.3 Training Stage

This step regards the actual training of the model, and hyperparameter optimization, to achieve the highest possible reconstruction difference between normal and abnormal validation samples. If abnormal data is not available (purely unsupervised setting), this step tries to avoid the network’s overfitting. Table 3 indicates the best settings adopted for this dataset.

3.2 MIT-BIH Arrhythmia Database

The MIT-BIH Arrhythmia Database is a clinical database (Moody and Mark, 2001), where records are ECG signals collected from 47 subjects for two different leads/channels. There were extracted 48 half-hour excerpts from 4000 randomly chosen 24-hour ambulatory records. For this analysis, lead MLII was chosen since it is present in most records.
Table 3: Overview of VAE model training hyperparameters, applied to ECG5000 dataset analysis.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>49012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss function</td>
<td>MSE + $\beta \cdot D_{KL}$ $\beta = 0.01$</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning-Rate</td>
<td>$1 \times 10^{-3}$</td>
</tr>
<tr>
<td>Epochs</td>
<td>100</td>
</tr>
<tr>
<td>Early Stopping patience</td>
<td>6 epochs</td>
</tr>
<tr>
<td>Activation functions</td>
<td>TanH and Linear</td>
</tr>
<tr>
<td>Batch size</td>
<td>16</td>
</tr>
</tbody>
</table>

Following AAMI (Association for the Advance-ment of Medical Instrumentation) recommendations (da S. Luz et al., 2016), the selected heartbeats are labeled into five different classes: N (Normal), and anomalies S (Supraventricular ectopic), V (Ventricular ectopic), F (Fusion beat), Q (unknown beat). The overall shape of each heartbeat class is presented in Figure 6.

Figure 6: Classes’ morphological variability on MIT-BIH Arrhythmia dataset. The highlighted regions indicate the overall average amplitude (dark blue line) surrounded by one standard deviation, in both sides (light blue).

From Figure 6, anomalies from classes S and F seem the most challenging to detect since their morphology is similar to that of the N class, with smaller local deviations rather than global deviations, as for the V and Q classes.

### 3.2.1 Dataset Splitting

Following the method proposed by Chazal et al. (Philip de Chazal et al., 2004), the dataset was divided into DS1 and DS2 subsets, each one containing ECG records of 22 different individuals. Additionally, DS1 was further split to create a validation set in order to guide the training stage in terms of hyperparameter tuning.

Since the goal of this experiment focuses on detecting morphological anomalies (and not temporal ones, since single heartbeats are evaluated instead of longer windows), AAMI recommended classes were partially changed. This way, in opposition to what AAMI recommends:

- L, R, j, and e (left and right bundle branch block, nodal and atrial escape beats, respectively) labels were removed from class N since bundle branch blocks and escape beats are both a type of arrhythmia. Thus, only N-labeled beats defined the Normal class;
- Patient number 108 has been removed from the training set since its Normal-labeled cardiac cycles are morphologically distinct from those characteristic of a lead II acquisition.

Table 4 displays the labels assigned to each class (da S. Luz et al., 2016), as well as the number of samples associated.

### Table 4: Overview of each set samples distribution over all classes on MIT-BIH Arrhythmia dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>Labels</th>
<th>DS1 (Train)</th>
<th>DS1 (Val.)</th>
<th>DS2 (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>31149</td>
<td>5149</td>
<td>36380</td>
</tr>
<tr>
<td>S</td>
<td>a, A, J, S</td>
<td>939</td>
<td>1834</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>V, E</td>
<td>3768</td>
<td>3216</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>412</td>
<td>388</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>/, f, Q</td>
<td>8</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>


**Testing (DS2):** 100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214, 219, 221, 222, 228, 231, 232, 233, 234. For anomaly detection purposes, class N defined the Normal class, and the remaining (S, V, F, Q) the Abnormal class.

We note that DS1 was split by individual so that the training and validation sets did not share heartbeats of the same patient. Therefore, approximately 19% of the individuals present in DS1 (4 out of 21) constituted the validation set and the remaining 17 the training set.

### 3.2.2 Pre-processing

Signal pre-processing is a crucial step, especially regarding physiological signals as the ECG, considering all possible noise sources that could hinder any subsequent model performance. The following pre-processing steps were applied:

1. **Butterworth Bandpass Filter:** a fifth-order filter, with lower and higher cutoff frequency at 0.5 and 30 Hz, respectively. It stabilizes the baseline...
drift and attenuates high-frequency noise components.

2. **Median Filter**: with a kernel size of 0.6 seconds (average heartbeat duration), it is similar to a moving average filter, except the median is used instead of the mean. It helps to improve baseline correction and remove some artifacts (Lee et al., 2020).

3. **Heartbeat Extraction**: it consists of selecting a neighborhood surrounding each R-peak annotation. This interval is calculated based on the current heart-rate (BPM) and is defined as half the associated period, in both directions.

\[
\text{Beat}_{edges} = \begin{cases} 
R_{idx} \pm 0.5 \cdot \frac{60}{\text{BPM}} & \text{if } \text{BPM} > 70 \\
R_{idx} \pm 0.5 \cdot \frac{60}{70} & \text{if } \text{BPM} \leq 70
\end{cases}
\]

(6)

The extracted cycles usually differ in length, so, in a last pre-processing step, all heartbeats were padded with zeros on both sides so that they can fit the VAE architecture, as well as normalized following equation 5. Note the zeros added from padding are not considered for anomaly scores calculation.

3.2.3 **Training Stage**

As done for the ECG5000 dataset, the best possible hyperparameter settings obtained for MIT-BIH Arrhythmia are the same as those presented in Table 3, except the Parameters (60372) and the Batch size (32).

4 **RESULTS AND DISCUSSION**

4.1 **ECG5000 Dataset**

Considering the low number of training samples on this dataset, the sample cleaning step was not applied since it would further reduce the number of normal samples available to train the VAE network.

4.1.1 **Signal Reconstruction**

The reconstruction ability of this network dictates its anomaly detection performance. Figures 7 and 8 present some visual examples comparing an original signal to its corresponding reconstruction, accompanied by the computed local anomaly score.

As shown in Figure 7, normal samples have their intrinsic variability but their general morphological structures remain visible, whatever the level of noise and shape distortion. These are the main features the VAE is supposed to learn during training. Although reconstruction is not perfect, it is still much closer than for anomalous heartbeats (Figure 8), a requirement for anomaly detection.

4.1.2 **Anomaly Detection**

The results of anomaly detection are evaluated through the computation of AUC, Accuracy, and F1-score associated with each ROC curve and chosen threshold. First, the reconstructed scores (calculated on validation set samples) are used to compute a ROC curve and calculate an optimal threshold that allows the ideal separation between normal and abnormal reconstruction scores (Figure 9). The separation between normal and abnormal distributions is clear, being quantitatively confirmed by a high AUC score of 99.60%. The optimal threshold of 0.267 was found through Youden’s J score.

Regarding the examples presented in Figure 8, the VAE encoder maps each one of these abnormal samples to a continuous latent space of normal heartbeats. As it can be noticed, even though some abnormal samples are generally similar to its normal reconstruction, local dissimilarities can make them distinguishable.

4.1.2.1 Anomaly Detection

The results of anomaly detection are evaluated through the computation of AUC, Accuracy, and F1-score associated with each ROC curve and chosen threshold. First, the reconstructed scores (calculated on validation set samples) are used to compute a ROC curve and calculate an optimal threshold that allows the ideal separation between normal and abnormal reconstruction scores (Figure 9). The separation between normal and abnormal distributions is clear, being quantitatively confirmed by a high AUC score of 99.60%. The optimal threshold of 0.267 was found through Youden’s J score.

Evaluating the testing set, as seen in Figure 10, normal and abnormal reconstruction score distributions seem quite well separated, which implies the VAE model has learned meaningful features characteristic of normal patterns. While the model can reconstruct normal heartbeats reliably, most abnormal heartbeats cannot be retrieved successfully. The ROC curve shape and the AUC score of 98.70%, displayed...
4.1.3 Evaluation Metrics

As the ECG5000 dataset has already been employed in previous works, comparing our approach to other supervised and unsupervised techniques is important to better discuss its advantages and limitations, as well as positioning it within the anomaly detection field. Table 5 presents the results of some supervised and unsupervised techniques using the same dataset. Although supervised approaches generally solve a multi-class classification problem, the class imbalance makes most samples belonging to Normal and R-on-T PVC classes, so the approximation to a two-class problem (anomaly detection) will not cause much interference on the evaluation scores. Optimal and Selected rows of our proposal (Ours) refers to the scores obtained through optimal and (validation) selected thresholds, respectively. The Selected version uses the threshold chosen based on the validation set (requires known anomalies and is thus semi-supervised at this level), and it is a more reasonable choice since it does not require knowing labels of the testing set. The Optimal approach, which considers the labels in the testing set, was only used for comparison purposes with the methods from (Pereira and Silveira, 2019).

The dataset split employed in (Pereira and Silveira, 2019) is unknown. Thus, for a fair comparison, we avoided a single dataset splitting evaluation, running our model ten times (ten different splits), and averaging the results over these runs. For comparison, VRAE (Pereira and Silveira, 2019), SPIRAL-XGB (Lei et al., 2017), F-t ALSTM-FCN (Karim et al., 2018), SAE-C (Malhotra et al., 2017), and oFCMdd (Liu et al., 2018) approaches were included in Table 5. In this table, S/U column cells usually contain two characters to distinguish the supervision level of both learning stage (first character) and threshold choice (second one). One single character indicates the same supervision level in both aspects. Moreover, supervised and unsupervised best scores are underlined and bolded, correspondingly.

The comparison with the VRAE models will be emphasized since they are also based on VAEs. The three presented VRAE techniques focus on using a post-processing technique to analyze the VAE’s latent representation, while the model proposed in this work uses a post-processing similarity score between input and reconstructed signals. In terms of the AUC score, the model proposed in this work (Ours) achieved the highest one, meaning it can achieve the best separation between normal and abnormal sample distributions. Regarding Accuracy and F1-score, the VRAE+SVM approach ends up reaching the highest scores. Nevertheless, amongst unsupervised methods,
our proposed model has still obtained the highest accuracy and F1 scores. Concerning the Selected alternative of the proposed framework, as expected, scores have decreased, since the testing set labels are used exclusively for evaluation and not for optimal threshold choices, but we note that this is what can be anticipated for new, real-world data samples. Summing up, comparing the training settings of both proposed and VRAE approaches, the former was trained with 57 training epochs and 49,012 trainable parameters against 1500 epochs and 273,420 trainable parameters from the latter, which suggests a higher computational efficiency. Thus, as the proposed model is structurally simpler and achieves similar or better results, it can be a more reasonable choice, especially if at least some anomalous samples are available.

4.2 MIT-BIH Arrhythmia Database

4.2.1 Sample Cleaning

Before training the network for anomaly detection, training set cleaning was performed. As explained before, normal and abnormal embedding vectors were extracted by the originally trained VAE encoder and mapped into a 2D-plan using the UMAP algorithm. Finally, a set of [20, 40, 60, 80] percentiles was evaluated to assess the influence of the level of sample rejection on the reconstruction ability, measured in terms of AUC scores. The 60th percentile level (where 40% of the training samples were selected) returned the best score. The 2D map and the corresponding sample selection are shown in Figure 11.

The number of training normal samples has thus been reduced from 31,149 to 12,460 (60% samples removed). Comparing the ROC curves of anomaly score distributions, the filtered training achieved an AUC of 95.90% against 95.80% from the original one (on the validation set), and 93.30% against 91.70%, respectively (on testing set). Figure 12 presents the same testing ROC curves before and after applying the sample cleaning process.

Table 5: Overview of models performances on the ECG5000 dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>S/U</th>
<th>AUC (%)</th>
<th>Acc (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (selected)</td>
<td>U+S</td>
<td>98.79</td>
<td>96.86</td>
<td>95.75</td>
</tr>
<tr>
<td>Ours (optimal)</td>
<td>U+S</td>
<td>97.11</td>
<td>96.01</td>
<td></td>
</tr>
<tr>
<td>VRAE + SVM</td>
<td>S+S</td>
<td>98.36</td>
<td>98.43</td>
<td>98.44</td>
</tr>
<tr>
<td>VRAE + Wasserstein</td>
<td>U+S</td>
<td>98.19</td>
<td>95.10</td>
<td>94.61</td>
</tr>
<tr>
<td>VRAE + k-Means</td>
<td>U</td>
<td>95.91</td>
<td>95.96</td>
<td>95.22</td>
</tr>
<tr>
<td>SPIRAL-XGB</td>
<td>S</td>
<td>91.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>F-t</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALSTM-FCN</td>
<td>S</td>
<td>-</td>
<td>94.96</td>
<td>-</td>
</tr>
<tr>
<td>SAE-C</td>
<td>S</td>
<td>-</td>
<td>93.40</td>
<td>-</td>
</tr>
<tr>
<td>ofCMeed</td>
<td>U</td>
<td>-</td>
<td>-</td>
<td>80.84</td>
</tr>
</tbody>
</table>

a Supervised/Unsupervised  
b Accuracy  
c F1-score

Figure 11: UMAP two-dimensional projection of samples’ latent vectors. The best score was achieved by rejecting 60% of the normal samples closest to the known abnormal ones.

AUC of 95.90% against 95.80% from the original one (on the validation set), and 93.30% against 91.70%, respectively (on testing set). Figure 12 presents the same testing ROC curves before and after applying the sample cleaning process.

Figure 12: ROC curves built through inference on the testing set. Blue and orange curves correspond to networks with and without training set cleaning, respectively.

For both sets, the cleaning stage has been shown to improve the network performance regarding the anomaly detection task. Both AUC scores overcame the original ones, meaning there were some heartbeats in the original training hindering the model performance, either by wrongful annotations, or significant distortions.

4.2.2 Signal Reconstruction

In Figures 14 and 13 some examples of normal and abnormal heartbeats, respectively, are displayed, together with their corresponding reconstructions and anomaly scores.
Regarding normal heartbeats, they seem to be quite well reconstructed by the network (Figure 13). It is clear that the model has learned the general morphological behavior of a normal cardiac cycle pattern on lead II. There are some heartbeats revealing a certain level of variability (like high-frequency noise, any shorter/larger complex) which were not present in the training samples. Nonetheless, in the majority of cases, the network can deal with it, adapting the output to the input as much as the normal latent space allows, and looking always towards minimizing the reconstruction loss.

Abnormal samples are mapped onto a normal heartbeat latent space, so the network tries to reconstruct the input using only normal characteristics of the cardiac cycle. As expected, the reconstruction quality is worse in this case, which translates into higher anomaly scores (Figure 14).

### 4.2.3 Anomaly Detection

After training the model, thresholds must be defined and metrics computed on validation and test sets, concerning the evaluation of the anomaly detection performance.

Firstly, anomaly scores (computed between original and reconstructed samples) are calculated for the validation set, and the threshold which better separates normal and abnormal score distributions (Figure 15) is chosen. This value is then used to evaluate the test set (Figure 16). Analyzing the ROC curve in Figure 15 and corresponding AUC score (95.90%), they suggest normal and abnormal score distributions in the validation set are well separated.

In order to make the previous inferences quantifiable, Table 6 summarizes the metrics used to evaluate the testing set, considering both optimal and selected thresholds as the separation boundary between normal and abnormal samples. We present the optimal threshold results to assess how dependent the model is on this parameter. Due to an extreme imbalance between the size of the Normal and Abnormal classes, balanced scores seemed to be the most suitable for this analysis: Balanced Accuracy and averaged F1-score.

Table 6: Overview of models performances on MIT-BIH Arrhythmia dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC (%)</th>
<th>Balanced Accuracy (%)</th>
<th>F1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (selected)</td>
<td>93.32</td>
<td>87.71</td>
<td>75.67</td>
</tr>
<tr>
<td>Ours (optimal)</td>
<td>87.77</td>
<td>87.77</td>
<td>76.55</td>
</tr>
</tbody>
</table>

In absolute terms, these results are worse than the ones obtained for the ECG5000 dataset. In this case, the higher variability level of the MIT-BIH Arrhythmia dataset hinders the reconstruction of some N-labeled samples possessing an unusual shape. Nonetheless, the earlier cleaning step has helped to
obtain slightly better performance with much less training examples, which must be highlighted.

Using the same overall dataset, according with (Llamedo and Martínez, 2011), Chazal et al. and Llamedo et al. proposed two different heartbeat classifiers following the same AAMI five classes and dataset splitting, having reached averaged F1-scores of 77.80% and 68.78%, respectively, against 75.67% from the model proposed in this work. It must be stressed such a comparison should be made carefully, since, on one hand, the proposed model is unsupervised in the sense it does not learn from any abnormal sample, unlike the other two classifiers (supervised). On the other hand, this work has removed L, R, j, and e labels from the Normal (N) class, which was not performed by the other authors.

5 CONCLUSIONS

In this paper, an unsupervised anomaly detection framework (only dependent of Normal data at the training level) is proposed for time series analysis. It was introduced to overcome two main issues: the strict dependence that supervised models have on abnormal data availability, as well as the necessity to improve the detection of anomalies whose abnormality regions are local rather than global (being possibly masked behind global similarity scores). The framework explored the reconstruction ability of VAEs coupled with a local similarity score. Additionally, a sample cleaning step was included to alleviate the weight of distorted or wrongly annotated training samples in the model performance.

The framework was evaluated using two different ECG datasets: ECG5000 and MIT-BIH Arrhythmia. In ECG5000 dataset, the goal rested on distinguishing between N-labeled (Normal) heartbeats and remaining abnormalities by computing the local similarity score between original and reconstructed samples. Normal and Abnormal score distributions were well separated, showing high AUC (98.79%), accuracy (97.11%) and F1-score (96.01%), overcoming other recent unsupervised approaches and showing competitive results relative to the supervised ones. In addition, the proposed architecture is structurally simpler and computationally cheaper than the other approaches, turning it into a more reasonable choice for anomaly detection.

Regarding the MIT-BIH Arrhythmia dataset, the analysis focused on separating N-labeled (Normal) samples from four other types of abnormal heartbeats, grouped in one single Abnormal class. Here, the sample cleaning step was applied, and improved the network ability to reasonably reconstruct Normal samples and even worse Abnormal ones, as desired. For the test set, the filtered training (40% of the original samples) increased the AUC score from 91.70% to 93.30%. Balanced accuracy and averaged F1-score metrics reached 87.77% and 76.55%, respectively. We found that this testing set has a greater heartbeat variability, and the dataset contains more challenging anomaly types (e.g. S and F classes). Nevertheless, the results are still promising.

As future work, further analysis could consider the local reconstruction score exploring not only amplitude-related distances but also temporally-related ones. This could help distinguish other types of anomalies such as specific arrhythmia types typically affecting the P wave or the QRS complex, for instance. Moreover, instead of a predefined score, a posterior model (e.g. a neural network) might be trained to measure, more precisely, the degree of morphological dissimilarity between reconstructed and original signals. In this context, one could also include a loss term in the VAE to explore the locality of patterns, learning different weights for different cycle segments. A different approach might explore a fusion between reconstruction error (as proposed here)
and latent space analysis (as done for VRAE) for complementary gains in performance. Finally, an eventual detection of out-of-domain patterns (e.g., undesired signals corruption, noise, artifacts) could be performed making the VAE learn both normal and abnormal domain-patterns, keeping the class of interest (anomaly) on those kinds of oscillations.
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