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Abstract: With the development of Capsule Networks and their adaptation to the task of semantic segmentation, it has become important to determine which hyperparameters perform best for this new type of image processing model. One such parameter is the loss function, for which the baseline is usually cross entropy loss. In recent work on other models, Intersection over Union (IoU) loss has been shown to be effective. This work explores the application of IoU loss to segmentational capsule networks. For this purpose experiments are performed on two datasets: a medical dataset, LUNA16, and a dataset of faces (LFW). Results show marginal to significant improvements when using the IoU loss function as compared to the baseline Binary Cross-Entropy. From this can be concluded that the search for optimal loss functions is not finished and new loss functions may further improve performance of existing models.

1 INTRODUCTION

Image segmentation, the task of detecting, outlining and pixel-wise labelling of objects in an image, can be performed either with binary labels, making a distinction between foreground (the detected class) and background (non-class) or on multiple labels. Initially, the task was performed using clustering techniques and growing schemes (Haralick and Shapiro, 1985). In more recent developments, Artificial Neural Networks have been developed to improve results. Feature detection in images was first expanded by the use of Convolutional Neural Networks (CNNs) (Liu and Deng, 2015; Krizhevsky et al., 2017) in classification tasks on images. Since the task of image segmentation has been picked up by the field of Deep Learning, through the use of fully convolutional CNNs (Shelhamer et al., 2017), ever deeper and more complex models have been developed to improve on the task of image segmentation such as Tiramisu (Jegou et al., 2017), U-Net (Ronneberger et al., 2015) and SegNet (Badrinarayanan et al., 2017). These more complex models have become not just more sophisticated, but also larger, leading to rapid increases in the number of trainable parameters. At the same time, the development of the use of capsules in CNNs (Sabour et al., 2017) led to doubts being cast on the implementation of the encoder segment of CNNs, due to the loss of information in max-pooling layers. Since fully convolutional CNNs use similar, if not the same, encoders, the same doubts arise when using these encoders for image segmentation. Due to this a segmentational CNN was developed using capsules named SegCaps (LaLonde and Bagci, 2018).

Effectiveness of semantic segmentation has often been determined with the use of metrics such as Intersection over Union (IoU) (Siam et al., 2018; Jegou et al., 2017; Ronneberger et al., 2015) or the Dice metric (LaLonde and Bagci, 2018). Binary or categorical accuracy counts true positives and true negatives as equally valid, relating these to all false positives and false negatives. IoU and Dice, in contrast, ignore true negatives, relating only the true positives to false positives and false negatives. In image segmentation, where pixel-wise labeling can cause large discrepancies between positive foreground pixels and negative background pixels, especially when a detected class is only a small portion of the image, binary and categorical accuracy may lead to naive solutions focusing on labeling large parts of the image as...
background to achieve over-simplified results.

SegCaps (LaLonde and Bagci, 2018) has achieved state of the art performance, using less parameters than larger segmentational CNNs such as Tiramisu (Jegou et al., 2017) or U-Net (Ronneberger et al., 2015), while also avoiding the pitfalls surrounding max-pooling layers. However, previous work on image segmentation has also shown the issue when developing newer and more complex models, while accepting the status quo for given hyper-parameters, such as the loss function (Zhao et al., 2017). This was shown further by multiple studies implementing new loss functions based on the Intersection-over-Union (IoU) or applying these loss functions to existing models (van Beers et al., 2019; Yuan et al., 2017; Rahman and Wang, 2016; Nowozin, 2014).

Combining these factors a question arises: Can these state-of-the-art models be improved upon when trained directly on metrics that can be shown to measure more accurately the effectiveness of those models in the image segmentation task? To determine this, the IoU loss function (Rahman and Wang, 2016), previously tested on earlier models (van Beers et al., 2019), will be applied to the SegCaps (LaLonde and Bagci, 2018) model. The choice of a loss function based on IoU rather than Dice is explained in section 2.3.3.

The contributions of this work are three-fold. First, the implementation of a previously developed, state-of-the-art, segmentational capsule neural network (SegCaps) is trained and tested on its original dataset, LUNA16, and on Labeled Faces in the Wild (LFW). The application of this model to a new dataset should provide better insight into its effectiveness. Secondly, this work shows the effectiveness of the SegCaps network when trained using the weighted Binary Cross-Entropy (BCE), as was done in the original paper, and compares this with the effectiveness of both the unweighted BCE and IoU loss functions. Third, an argumentation will be provided in favor of training on the IoU metric over training on the Dice metric.

While previous work has already addressed the BCE-IoU comparison (Rahman and Wang, 2016; van Beers et al., 2019), this work adds a new dimension to this comparison by using a state-of-the-art capsule network. Previous comparisons were done with well-established, but somewhat dated, CNNs. The development of capsules requires similar comparisons of loss functions in this new line of deep learning models.

Section 2 will describe the model, datasets and loss functions used in this work. How these methods were tested will be explained in section 3. The results of these experiments are shown in section 4 and their relevance is discussed in section 5. Finally, the conclusions for the field and any possibilities for further research will be shown in section 6.

2 METHODS

2.1 Model: SegCaps

The model used in this research is the first implementation of a segmentational network using capsules (Sabour et al., 2017). This model, called SegCaps R3 (LaLonde and Bagci, 2018), makes some important adjustments to the implementation of the dynamic routing algorithm. The initial benefit of the use of capsules is that these networks do away with the conventional max pooling layers, which throw away large swaths of information. Capsule networks, in contrast, use dynamic routing to have a closer relation of the location of features between layers, resulting in improved part-whole relationships. First used for classification tasks (Sabour et al., 2017), SegCaps expands this functionality to segmentation tasks by using a development referred to as deconvolutional capsules, which function similarly to capsules, but can perform the upsampling necessary for a pixel-wise segmentation. Due to the routing algorithms complexity, a simple implementation of this would result in a complex network with extremely large amounts of parameters and training time. As such, the second contribution in the development of SegCaps is the use of locally-connected routing. This refers to a technique where each capsule in a layer only connects to a subset of capsules that are in the same vicinity in the next layer. This largely reduces parameters, as well as training time.

A further feature of SegCaps which improves input data preservation is that the final loss of the model is balanced between the aforementioned upsampling layer based on deconvolutional layers which determines segmentation and a second, more simplistic upsampling layer which attempts to recreate the input data. This second layer also contributes to the overall loss of the model and by doing so ensures that the features extracted from the input by the capsule layers contain enough information to confidently reproduce the input. The balance between the segmentation loss and the reproduction loss is weighted by a parameter to be set upon model creation named recon weight.

The full implementation of SegCaps is provided with the original work (LaLonde and Bagci, 2018) and is implemented using the Keras framework (Chollet et al., 2015). The original work describes the
model as a u-shaped series of 11 convolutional and deconvolutional capsule layers. The first layer is a regular convolutional layer to extract primary features. After the final deconvolutional capsule layer, the model produces two outputs. The first output is a segmentation of the image, the proposed task, the second is a reconstruction of the positive input class, which regularizes the model in favor of retaining as much information as possible.

2.2 Datasets

The original implementation of SegCaps (LaLonde and Bagci, 2018) used the Lung Nodule Analysis (LUNA16) dataset. To determine cross-task effectiveness of this model in all its iterations, a second dataset was used to determine whether this changes the effectiveness of the loss functions that are compared. This second dataset is Labeled Faces in the Wild (LFW).

2.2.1 Lung Nodule Analysis 2016

The LUNA16 dataset is used to train systems on providing lung cancer screening on CT-scans to improve Computer Aided Detection (CAD). There are 888 CT-scans in the dataset, each consisting of several hundred slices. To be used for nodule detection, each CT-scan had to be analyzed by 4 radiologists, of which 3 had to agree on the location of a nodule for it to be labeled as such.

To process the data for use in a segmentational CNN, several steps where taken, based on preprocessing supplied for future use with the implementation of SegCaps (LaLonde and Bagci, 2018). The images are split from a 3D CT-scan into separate images. The input images are scaled between 0 and 1 by first applying an upper and lower bound, followed by a linear scaling. This results in normalized input images shown in Figure 1. Corresponding to each of the input images, a mask is created where the trachea, spine and possible lung nodules are labeled as 1 (white). Empty lung volume, background around the body and other tissues are labeled as 0. The decision boundaries for the creation of the mask are made with the help of an automated algorithm (van Rikxoort et al., 2009). The result is shown in Figure 2. Since nodules are labeled as non-lung within lung tissue, they can be detected as anomalies by observation or algorithmically.

While the original paper on SegCaps used LUNA16, it is noted that 10 out of 880 CT scans were omitted due to poor labeling. It is not noted which scans are removed. Therefore, this adaptation of the data can not be reproduced.

2.2.2 Labeled Faces in the Wild

Labeled Faces in the Wild: Part Labels (Kae et al., 2013) consists pixel-wise labeled images of faces. There are 2927 RGB images matched with the same number of labels. The label images have three labels, namely face (skin), hair and background. These images where preprocessed to follow the same structure as the images of LUNA16. To do this, the input images were converted to greyscale. The output images were converted to contain binary labels by combining the face (skin) and hair labels into a single face label and keeping the background as background. This results in the same normalized input images and binarized output images for both datasets.

2.3 Loss Functions

For this work three loss functions were compared: the Binary Cross-Entropy (BCE), as it is the industry standard, the weighted BCE, as it is used by the original paper, and the Intersection over Union (IoU) as a proposition to improve on the performance compared to both other loss functions.

2.3.1 Binary Cross-entropy

The cross entropy loss function is used as a baseline comparison to the IoU loss function. In recent works, cross entropy has been used either in its base form (Ronneberger et al., 2015; Jegou et al., 2017) or a weighted version (LaLonde and Bagci, 2018).
The formula for Binary Cross-Entropy (BCE) loss, as shown in Equation 1, shows how the true label $T$ is compared to the output $P$. In the formula $T_i$ and $P_i$ refer to single elements of the true label and the output, respectively.

$$L_{BCE} = \sum_i - (T_i \log(P_i) + (1 - T_i) \log(1 - P_i))$$ \hspace{1cm} (1)

To avoid mathematically undefined behaviour, i.e. log(0), which would occur when $P_i = 1$ or $P_i = 0$, the Keras framework adjusts the values of $P$ to the range $[\epsilon, 1 - \epsilon]$, rather than the range $[0, 1]$. The BCE loss function puts equal value on both true positives and true negatives and penalizes false positives and false negatives equally. Due to the equal importance of true positives, true negatives, false positives, and false negatives, the BCE loss function is closely connected to a scoring metric such as binary accuracy. A problem that may arise from the use of a BCE loss function occurs when a dataset consists of largely background pixels and only a small number of foreground pixels. This may result in a naive solution where all except the most obvious foreground pixels are labeled as background. This ensures a good binary accuracy and low BCE loss, while not solving the task very well, since the number of true positives is poor. The model effectively overfits on negative samples.

To adjust for this undesirable behaviour, an adjusted version of BCE is sometimes used. Here, the background and foreground labels are weighted with a factor of their occurrence in the data. This ensures that during training, the smaller number of foreground pixels will be considered equally important as the larger number of background pixels. This may solve some of the issues caused by classic BCE and avoid the naive solution, especially for sufficiently imbalanced datasets.

### 2.3.2 Intersection over Union

To avoid misleadingly high accuracy values caused by the issues discussed in section 2.3.1, segmentation research has long used Intersection over Union (IoU) as an indicator for success of the segmentation. This avoids evaluating a model’s performance on unclear metrics, such as only observing binary accuracy. However, many models scored on IoU are still trained on BCE. This means the model is more accurately scored, but its learning process may still fall into naive solutions associated with accuracy with respect to imbalanced datasets.

To remedy this, the IoU can be used as a loss function directly (Rahman and Wang, 2016; van Beers et al., 2019). Original IoU, as defined by Equation 2, requires the use of binary values 0 and 1 for each pixel. Second, these set symbols are non-differentiable.

$$IoU = \frac{|T \cap P|}{|T \cup P|}$$ \hspace{1cm} (2)

Equation 3 shows an approximation of IoU, here named $IoU'$. This adaptation functions identically for each set of binary values for $T$ and $P$, but can also be applied to values between 0 and 1. By replacing the set symbols by the mathematical operators of addition and element-wise multiplication, the equation can be applied to any value and becomes differentiable.

$$IoU' = \frac{|T \times P|}{|T + P - (T \times P)|} = \frac{I}{U}$$ \hspace{1cm} (3)

Finally, the equation requires an inversion in order to make minimizing desirable rather than maximizing. This produces Equation 4. $L_{Iou}$, when implemented in its differentiable form, can be used by the Keras framework directly to compute the derivatives and use these in training.

$$L_{Iou} = 1 - IoU'$$ \hspace{1cm} (4)

### 2.3.3 Dice

A metric comparable to IoU which is often used in segmentation scoring is the Dice coefficient. Equations 5 and 6 show each metric in a form that can be easily compared to the other. These equations show that, while both metrics ignore true negatives (TN), their relation of true positives (TP) to false positives (FP) and false negatives (FN) is scaled with a factor of 2. This means IoU scores instances of bad classification more negatively than does Dice. This means that in instances where practical use depends significantly on the detection of the positive class, for instance when the positive class is a tumour and the negative class is healthy tissue, a focus on finding true positives can be considered a good feature. However, when outlining objects in general - including niche cases and difficult boundaries - an equal balance between correct positive classification and errors is more useful. This leads to the choice of using a loss function that is an approximation of the IoU metric, rather than an approximation of the Dice metric.

$$IoU = \frac{TP}{TP + FP + FN}$$ \hspace{1cm} (5)

$$Dice = \frac{2TP}{2TP + FP + FN}$$ \hspace{1cm} (6)
3 EXPERIMENTS

To determine the effectiveness of the SegCaps network in different segmentation tasks using the BCE, weighted BCE and IoU loss functions a series of experiments was set up. In order to compare the results of these experiments to the previous performance of SegCaps (LaLonde and Bagci, 2018), the parameters of the experiments were based as much as possible on the experiments in the original paper. This includes the use of the Dice metric for final comparison, regardless of the argumentation of the advantages of using IoU as a metric and loss function over Dice. For each combination of dataset and loss function, k-folds cross-validation was used with a k value of 4. Furthermore, the hyperparameters of the model were kept similar to the original implementation, but not blindly. After a parameter sweep, the value for the weight of the reconstruction loss was adjusted from 131.072 to 100, as this gave the segmentation part of the model more room to develop. The final hyperparameters can be found in Table 1.

Table 1: Experimental parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shuffle Data</td>
<td>True</td>
</tr>
<tr>
<td>Augment Data</td>
<td>True</td>
</tr>
<tr>
<td>Recon weight</td>
<td>100.0</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Batch-size</td>
<td>1</td>
</tr>
<tr>
<td>LR Patience</td>
<td>5</td>
</tr>
<tr>
<td>Stopping Patience</td>
<td>25</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

In Table 1, two patience values are noted. First, LR patience determines after how many epochs of no improvement to the validation Dice score the learning rate should be reduced. Second, the stopping patience determines after how many epochs of no improvement to the Dice score the training is finished.

3.1 Data Augmentation

Setting the data augmentation parameter to true enables the model to perform any of a number of changes to the input images. Each of these changes can be applied consecutively, meaning a single image has multiple augmentations performed on it. Table 2 shows the different types of augmentation implemented and the possibility of their application to the image. The augmentations are applied to the training images, but not the validation images.

Table 2: Data augmentation methods.

<table>
<thead>
<tr>
<th>Augmentation type</th>
<th>Chance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>10%</td>
</tr>
<tr>
<td>Elastic transform</td>
<td>20%</td>
</tr>
<tr>
<td>Shift</td>
<td>10%</td>
</tr>
<tr>
<td>Shear</td>
<td>10%</td>
</tr>
<tr>
<td>Zoom</td>
<td>10%</td>
</tr>
<tr>
<td>Flix x-axis</td>
<td>10%</td>
</tr>
<tr>
<td>Flip y-axis</td>
<td>10%</td>
</tr>
<tr>
<td>Salt and pepper</td>
<td>10%</td>
</tr>
</tbody>
</table>

4 RESULTS

4.1 Quantitative Results

Tables 3 and 4 show the results of 4 fold k-folds on the LUNA16 and LFW datasets, respectively. For column, the value in bold indicates the use of which loss function performed best.

Table 3: Results LUNA16 dataset: The results of k-folds testing using three loss functions, where F1 through F4 correspond with folds 1 through 4. BCE: Binary Cross-Entropy. WBCE: Weighted Binary Cross-Entropy. IoU: Intersection over Union. The highest score on each fold and the mean is labeled in bold.

<table>
<thead>
<tr>
<th>Loss</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE</td>
<td>78.17</td>
<td>67.22</td>
<td>76.26</td>
<td>73.80</td>
<td>73.86</td>
</tr>
<tr>
<td>WBCE</td>
<td>70.95</td>
<td>71.40</td>
<td>70.03</td>
<td>68.42</td>
<td>70.20</td>
</tr>
<tr>
<td>IoU</td>
<td><strong>82.63</strong></td>
<td><strong>79.11</strong></td>
<td><strong>79.50</strong></td>
<td><strong>79.27</strong></td>
<td><strong>80.13</strong></td>
</tr>
</tbody>
</table>

Table 4: Results LFW dataset: The results of k-folds testing using three loss functions, where F1 through F4 correspond with folds 1 through 4. BCE: Binary Cross-Entropy. WBCE: Weighted Binary Cross-Entropy. IoU: Intersection over Union. The highest score on each fold and the mean is labeled in bold.

<table>
<thead>
<tr>
<th>Loss</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE</td>
<td><strong>89.29</strong></td>
<td>91.20</td>
<td>90.07</td>
<td>90.94</td>
<td><strong>90.38</strong></td>
</tr>
<tr>
<td>WBCE</td>
<td><strong>90.25</strong></td>
<td>89.87</td>
<td>90.86</td>
<td>90.48</td>
<td><strong>90.37</strong></td>
</tr>
<tr>
<td>IoU</td>
<td><strong>89.68</strong></td>
<td><strong>91.30</strong></td>
<td><strong>91.69</strong></td>
<td><strong>91.02</strong></td>
<td><strong>90.92</strong></td>
</tr>
</tbody>
</table>

4.2 Qualitative Results

Figures 3, 4, and 5 show the final output of the trained model on the same image at the same slices.

5 DISCUSSION

As shown by Tables 3 and 4, for both domains, using the IoU loss function provides the highest Dice scores across all folds, subsequently leading to the
best Dice score for mean results. Applying pairwise t-tests to these results confirms significantly better performance by IoU on the LUNA16 dataset compared to BCE (p-value of 0.04761) and weighted BCE (p-value of 0.001436).

Unfortunately, while IoU scores higher on all counts for the LFW datasets, the same claim cannot be made. Here, the p-values are 0.23 and 0.2755 compared with BCE and weighted BCE, respectively. The difference between BCE and weighted BCE was not significant for either LUNA16 (p-value of 0.2596) or LFW (p-value of 0.9864).

What these values show is that, while using an IoU loss function scores higher in all but one training setting, the variation is such that no conclusive claims can be about the LFW domain. However, for the LUNA16 domain, we can say with statistical certainty that an IoU loss function performs better than a BCE baseline, or the weighted BCE used in previous work.

This distinct difference in performance in the different domains can be attributed to any number of factors, but most importantly will be the difference in labeling and the density of the datasets. As argued previously, the IoU loss function will show its benefits most effectively in datasets that are not balanced equally between background and foreground. As such the benefits of this loss function will prove more prominent when using an imbalanced dataset such as LUNA16, which has a ratio of 28.9 of negative to positive samples, compared to a more balanced dataset of LFW, which has a ratio of 2.15 of negative to positive samples.

A second point of interest in the results is a comparison of the weighted BCE values in Table 3 and the results of the original work on SegCaps presented in Table 5. The difference in mean results of 18.35% is staggering. In this work, the same model, data, hyperparameters and early stopping is used as in the original paper (LaLonde and Bagci, 2018) with a small number of exceptions. First, a single parameter, the reconstruction weight, has been lowered from 131.072 to 100.00 as it proved to be more effective. Second, and more importantly, the original work omits 10 out of 880 CT scans of the LUNA16 dataset due to bad labeling. Since no documentation could be found on which scans were removed, this noteworthy step in preparation could not be recreated. Since each CT scan is split up into anywhere from 100 to 350 separate slices, used as input images, the removal of several thousand poorly labeled images may increase the stability of the dataset by such an amount as to explain this large discrepancy in performance.

Finally, the qualitative results show specific effects that can explain the results from Table 3. Using Figure 2 as the original label, comparing Figures 3, 4 and 5 shows the critical points where performance differs. When comparing the results for BCE with both IoU and weighted BCE, we can see a distinct lack of details. As is to be expected, the use of BCE loss overgeneralizes the larger class and misses out on details in the under-represented class. To counteract this effect, the original paper uses weighted BCE, such that the model will assign more value to the underrepresented class. However, when comparing the results for IoU and weighted BCE, the details in fine-grained structures are more pronounced with IoU, compared to BCE, but even more so with weighted BCE. To explain why, then, IoU scores better quantitatively, Fig-

Table 5: K-Folds results of the SegCaps R3 network on LUNA16, where F1 through F4 corresponds with folds 1 through 4. Weighted Binary Cross-Entropy loss is used as presented by the original paper (LaLonde and Bagci, 2018).

<table>
<thead>
<tr>
<th>Loss</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>WBCE</td>
<td>98.50</td>
<td>98.52</td>
<td>98.45</td>
<td>98.47</td>
<td>98.48</td>
</tr>
</tbody>
</table>
Figure 5 can be compared to Figure 2. This shows that the white lines in the weighted BCE output are over-represented, especially in the bottom region. From this information it can be stated that weighted BCE assigns such weight to the underrepresented class that some overfitting will occur on it, resulting in higher predictions of that class than is realistic.

6 CONCLUSION

After careful discussion of the experimental results, several conclusions can be drawn. First, that, with the inclusion of the application of IoU on capsule networks, together with previous work (van Beers et al., 2019; Rahman and Wang, 2016), a more generalized claim can be made that using the IoU loss function is a reasonable step to consider in optimizing any segmentation neural network. In addition, it can be claimed that the use of capsule layers does not respond differently to the use of count-based, rather than logarithmic, loss functions than do other models from these previous works. The results presented here do not mean that it is objectively proven that IoU is the better option throughout domains or that IoU should become the new baseline. Rather, the availability of a loss function based on IoU should be part of a segmentation neural net developer’s toolkit. To further enhance this toolkit, however, similar research can be done into other loss functions, such that a parameter sweep on this particular aspect of a network will always yield optimal results. Another example of this is a loss function based on the Dice metric (Lguensat et al., 2018; Yuan et al., 2017), which can be used in instances where true positives are much more important than avoiding false positives and false negatives.

Secondly, it can be seen that the adaptation of a dataset does much to interfere with the results on said dataset. The removal of 10 ct scans out of 880 from the LUNA16 dataset in previous work (LaLonde and Bagci, 2018) hampers any attempt to reproduce these studies, but also seems to reduce the average error by 92.35%, which is a staggering amount. While preprocessing, or manual labor, can be used to adapt real world samples in similar ways so as to retain high scores from a model trained on an adapted dataset, the goal of machine learning should always be real world applicability, regardless of the noise in the real world data. As such, it would be beneficial in future research to search for optimizations of the SegCaps network on the full, noisier dataset.

Finally, the results show that significant differences remain between different domains, such as lung segmentation and face detection. This can be attributed to a number of factors, for example complexity of the data, size of the dataset, balance in foreground and background pixels, etc. It might be beneficial to get a clearer view of the effect each of these factors has on the effectiveness of the SegCaps model, but also other models. This could be further explored by performing comparisons of IoU loss with other loss functions in a broader selection of domains in an attempt to detect a pattern of which loss function should predictably perform better on which task. If this is in any way generalizable, the parameter sweeps required to determine optimal loss functions can be greatly reduced in complexity.
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