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Abstract: Vehicle trajectory classification plays an important role in intelligent transportation systems because it can be utilized in traffic flow estimation at an intersection and anomaly detection such as traffic accidents and violations of traffic regulations. In this paper, we propose a new neural network architecture for vehicle trajectory classification by modifying the PointNet architecture, which was proposed for point cloud classification and semantic segmentation. The modifications are derived based on analyzing the differences between the properties of vehicle trajectory and point cloud. We call the modified network TrajNet. It is demonstrated from experiments using three public datasets that TrajNet can classify vehicle trajectories faster and more slightly accurate than the conventional networks used in the previous studies.

1 INTRODUCTION

Smart city is one of the important convergence technologies that need to be developed to improve the quality of human life. Intelligent transportation system (ITS) is a representative technology required in smart city, which makes it possible for people to use road traffic networks safely and efficiently through real-time monitoring and effective traffic control. Since vehicle trajectory has essential information about movement direction and speed of vehicles, it can be used in traffic flow estimation (Lv et al., 2015) and traffic anomaly detection (Zhao et al., 2019), which are typical applications of ITS. In this study, we focus on classifying those vehicle trajectories extracted by tracking vehicles as in (Ren et al., 2018).

Trajectory classification or clustering has been studied in various applications such as behavior analysis (Wang et al., 2008), group detection (Li et al., 2017), semantic region analysis (Wang et al., 2011), and traffic video surveillance (Morris and Trivedi, 2009), (Hu et al., 2013), (Lin et al., 2017). In early studies, researchers were mainly interested in the mathematical representation of trajectories and the similarity measure between them. In (Porikli, 2004), the authors proposed a new similarity measure based on the hidden Markov model, and in (Morris and Trivedi, 2009), six similarity measures were compared and evaluated for trajectory clustering. Also, in (Hu et al., 2013), the Dirichlet process mixture model (DPMM) was employed for trajectory analysis such as clustering, modeling, and retrieval. An incremental method using DPMM was developed to automatically determine the number of clusters, and a time-sensitive DPMM was also proposed to encode the time-dependent characteristics of trajectories. In (Xu et al., 2015), an effective and robust trajectory clustering method was proposed based on shrinking trajectories. The method consists of an adaptive multi-kernel estimation process and an optimization process. The adaptive multi-kernel estimation process was employed to reduce intra-variation and enlarge inter-variation between trajectories. And, the optimization process with speed regularization was introduced to utilize the shape information of the original trajectory and the discriminative information obtained from the estimation based on the adaptive multi-kernels. Moreover, in (Lin et al., 2017), the authors presented a novel representation based on a three-dimensional tube and a droplet process. Given a set of trajectories, a thermal transfer field was constructed to capture global information of the trajectories, and a three-dimensional tube was generated from each trajectory using the relation between its points and the thermal transfer field. Then, the droplet-based process was applied to provide a low dimensional droplet vector that encodes the high dimensional information in the three-dimensional tube.

After the impressive successes of deep neural networks such as (Krizhevsky et al., 2012) and (Ren
et al., 2015), deep learning-based approaches have been applied in many studies of various applications such as human activity recognition (Yang et al., 2015) and GPS trajectory analysis (Jiang et al., 2017), (Yao et al., 2017), (Song et al., 2018). In (Yang et al., 2015), by applying a sliding window, time-series signals captured by multiple sensors split into a set of short intervals of multiple signals. The short intervals were represented as two-dimensional matrices corresponding to the input of a convolutional neural network (CNN) to solve human activity recognition problems. In (Jiang et al., 2017), a new method, TrajectoryNet, was proposed to detect human transportation mode using GPS trajectory. The proposed method extracted the segment-based features and the point-based features from GPS data. Then, the features of different types were combined and classified using an RNN based on the bidirectional maxout gated recurrent units (GRUs). In (Yao et al., 2017), a deep learning-based representation of trajectory was presented. In the study, a feature sequence was generated from a trajectory using a sliding window technique, and it was transformed into a deep representation with a fixed-size by a sequence-to-sequence autoencoder. The representation was applied in clustering and analyzing GPS trajectories. In (Song et al., 2018), taxi fraud detection was addressed using GPS trajectories. The long short term memory (LSTM) and GRU cells were utilized in RNN to solve the problem.

On the other hand, deep neural networks were also applied in traffic video surveillance (Ma et al., 2018),(Santhosh et al., 2018). In (Ma et al., 2018), trajectory distance metrics were presented to measure similarities and detect anomalous trajectories, and an RNN-based autoencoder was used in computing the metrics. Also, two different deep neural networks were used in (Santhosh et al., 2018). In the method, a CNN classifies an input trajectory converted into an image using the gradient conversion method, and a variational autoencoder decides whether the input trajectory image is an anomaly or not.

In this paper, we propose a deep neural network architecture to address the vehicle trajectory classification. Inspired from PointNet (Qi et al., 2017) that is a novel neural network proposed for classification or semantic segmentation of point cloud data, the proposed architecture is derived based on analyzing the differences between the characteristics of point cloud and trajectory. We call the new architecture TrajNet. To our best knowledge, this is the first study using the other network for vehicle trajectory classification instead of the conventional neural networks such as RNN, LSTM, and CNN. We demonstrate by performing experiments that the proposed method yields slightly better classification performances compared to the conventional architectures like a vanilla RNN and an RNN with LSTM unit as well as the CNN with the gradient conversion method proposed for vehicle trajectory classification in (Santhosh et al., 2018). Furthermore, it is also shown that the proposed network can classify a trajectory faster than those networks.

This paper is organized as follows. In the next section, a preprocessing method is explained together with the conventional networks which have been previously presented for the vehicle or GPS trajectory classification. The proposed network architecture is described in Sec. 3. Then, we verify in Sec. 4 that the proposed network is more effective and efficient than the other networks employed in the previous studies for the trajectory classification. Finally, we conclude this paper in the last section.

2 PRELIMINARIES

2.1 Preprocessing

One of the difficulties in using a trajectory as an input of neural networks is the fact that the number of points included in it is not the same. To input an arbitrary trajectory to a neural network, which has a regular input structure, we generate the input trajectory with M points using the cubic B-spline curves approximation as in (Ma et al., 2018). Figure 1 shows an original trajectory and the trajectories generated by the method when \( M = 16 \), \( M = 32 \), and \( M = 64 \). In the figure, each point in trajectories is represented as a marker located at its coordinates on the image. The color of the points is determined by the gradient conversion (Santhosh et al., 2018), in which the hue value \( h \) of the \( i \)-th point \( \mathbf{p}_i \) in a trajectory \( T = \{ \mathbf{p}_i = (x_i, y_i) \}^{M+1} \) is computed as

\[
h(\mathbf{p}_i) = \frac{i}{M} \times 180.
\]

The other two values of the HSV color model are set to 255. We can see from the figure that each trajectory can be normalized to have a fixed number of points by the cubic B-spline curves approximation method.

\footnote{Each point in a trajectory can have its time step as \( \mathbf{p}_i = (x_i, y_i, t_i) \), but we do not consider those time steps in this study.}
2.2 RNN and LSTM

RNN is a kind of neural network suitable for processing sequential data (Goodfellow et al., 2016). Since a vehicle trajectory is a sequence of ordered points, it is straightforward to apply an RNN to the vehicle trajectory classification. For this reason, we first consider a stacked RNN, and the number of the stacked RNN layers is set to 3 based on experiments. In each layer of the stacked RNN, the hyperbolic tangent activation function is employed in its 128-dimensional hidden state. The stacked RNN is connected to an additional fully-connected layer with the sigmoid activation function, and the dimension of the hidden layer in the fully-connected layer is also set to 128. Finally, the softmax layer follows the fully-connected layer for C-class classification. After the normalization described in the previous subsection, each point in a trajectory is input to the stacked RNN at a time, and for the trajectory, the stacked RNN provides the C-dimensional vector, each component of which corresponds to the probabilities belonging to each class.

However, it is well known that the conventional RNN has the vanishing gradient problem, which deteriorates its learning capability when the length of sequence data is longer. In order to alleviate the problem, the LSTM cell has been popularly used instead of the original RNN cell in practice. Thus, we also consider another RNN using the LSTM cells as in (Song et al., 2018) together with the conventional RNN. The LSTM-based RNN has the same architecture as the stacked RNN mentioned above except for using the LSTM cell. The two RNNs mentioned in this subsection will be applied in the vehicle trajectory classification and compared to the different types of neural networks mentioned later in Sec. 4.

2.3 CNN

CNN was originally developed to classify image data with a type of grid. Since its remarkable successes in image classification (Krizhevsky et al., 2012), it has become very popular in various fields. However, to classify a trajectory using a CNN, it should have a regular form with a pre-determined size such as an image. We convert each trajectory into an image shown in Fig. 1. Then, the generated image is input to the CNN proposed in (Santhosh et al., 2018). In the image generation, we employ the gradient conversion mentioned above because it was reported in (Santhosh et al., 2018) that the conversion method provided an additional performance increase.

Figure 2 shows the architecture of the CNN used in this study. The input trajectory image passes through the four pairs of the convolution and the max-pooling layers successively. Those convolution layers have 18, 36, 72, and 144 filters with the size of $2 \times 2$, and all of the max-pooling layers have the size of $2 \times 2$. The ReLU activation function (Nair and Hinton, 2010) is applied in all of the convolution layers. By those convolution and max-pooling layers, each trajectory image becomes a three-dimensional tensor, which is flattened as a one-dimensional vector to input to the final softmax layer for classification. For more information, refer to (Santhosh et al., 2018). Although the normalization using the gradient conver-
Figure 3: The architectures of PointNet and TrajNet. (a) PointNet for point cloud classification. (b) TrajNet using average-pooling layer (TrajNet-A) for vehicle trajectory classification. Best viewed in color.

3 PROPOSED METHOD

According to (Qi et al., 2017), the PointNet architecture consists of three key modules for point cloud classification and semantic segmentation. Two modules among them are related to point cloud classification, which is similar to the trajectory classification addressed in this work. Associated with the two modules, we pay attention to the differences between the properties of trajectory and point cloud. One of the differences is the fact that the points in a trajectory are ordered in time sequence different from the points in a point cloud. The next difference is related to the fact that the point cloud classification should be invariant under any rigid transformation, but we do not have to consider those transformations when classifying a trajectory in this study. Based on the above two differences, we derive a new network by modifying the architecture of PointNet. Because of the first difference, we consider using the average-pooling layer and the flatten layer along with the max-pooling layer. Note the fact that only the max-pooling layer is used in the PointNet architecture as shown in Fig. 3a. Also, PointNet has the joint alignment networks for the invariance under rigid transformations, which correspond to the blocks denoted as input transform and feature transform in Fig. 3a. However, the alignment network is not used in our architecture based on the second difference.

Based on the two modifications, we propose the TrajNet architecture as shown in Fig. 3b. It consists of three parts, the shared multi-layer perceptrons layers (MLP), the pooling layers, and the conventional MLP layers. In the figure, the average-pooling layer is used, but it can be replaced by the max-pooling layer or the flatten layer so that the proposed architecture is named as $\text{TrajNet-M}$, $\text{TrajNet-A}$, or $\text{TrajNet-F}$ when using the max-pooling, the average pooling, or the flatten layer, respectively. In detail, the size of each filter in the shared MLPs is set to 1, and the numbers of those filters are determined as 16, 32, and 256. And, we set the dimensions of the two hidden layers in the conventional MLP to 256 and 128. Each layer of the shared MLPs and the conventional MLPs employ the ReLU activation function. The batch normalization (Ioffe and Szegedy, 2015) also follows each layer of the shared and conventional MLPs. Furthermore, the dropout layer (Srivastava et al., 2014) is adopted in the two conventional MLPs, and its drop rate is set to 0.7. Finally, the last layer is the softmax for classification. The above values of the parameters were determined from many trials of experiments. Note that the proposed network has a simple architecture compared to PointNet and the numbers of the neurons in the MLPs of TrajNet are reduced to a quarter or a half as shown in Fig 2. It may seem that the proposed architecture is obtained by only slight modifications of the PointNet architecture. However, it is noticeable that those modifications are based on analyzing the differences between trajectory and point
Figure 4: Trajectory examples for three datasets. In the figures, each cross means the starting point of the trajectory. Best viewed in color.

(a) CROSS dataset  
(b) TRAFFIC dataset  
(c) VMT dataset

Table 1: Datasets used in experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C</th>
<th>N_t</th>
<th>N_t</th>
<th>M_min</th>
<th>M_max</th>
</tr>
</thead>
<tbody>
<tr>
<td>CROSS</td>
<td>19</td>
<td>1900</td>
<td>9500</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>TRAFFIC</td>
<td>11</td>
<td>300</td>
<td>50</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>VMT</td>
<td>15</td>
<td>1500</td>
<td>16</td>
<td>612</td>
<td></td>
</tr>
</tbody>
</table>

cloud. It will also be verified in the next section that the proposed network derived by the simple modifications is more effective and efficient than the other networks used in the previous studies for vehicle trajectory classification.

4 EXPERIMENTS

We conducted experiments using three datasets\(^2\) to evaluate the neural networks described in the previous sections. Table 1 summarizes the three datasets and Fig. 4 shows the examples of trajectories belonging to each class in each dataset. In the table, \(C\), \(N_t\) and \(N_t\) denote the number of classes, the number of training trajectories, and the number of test trajectories, respectively. Also, \(M_{\text{min}}\) and \(M_{\text{max}}\) denote the minimum and maximum numbers of points included in a trajectory in each dataset, respectively. In Fig. 4, each trajectory is represented as a curve for better visualization, but it consists of two-dimensional points in actual. Among the datasets, the CROSS dataset (Morris and Trivedi, 2009) has the trajectories generated by simulating vehicle movements at a four-way intersection. This dataset provides a training set and a test set separately. Each trajectory belongs to one of 19 classes, but its test set contains the trajectories that do not belong to any class in the training set. Although they can be used for anomaly detection as in (Ma et al., 2018) and (Santhosh et al., 2018), they were not used in this study to focus on the trajectory classification. On the other hand, different from the CROSS dataset, the TRAFFIC (Lin et al., 2017) and VMT (Morris and Trivedi, 2011) datasets consist of the real trajectories extracted by tracking vehicles captured by a mounted intersection monitoring camera. The TRAFFIC and VMT datasets consist of 11 and 15 classes, respectively, as in Table 1.

Another difference between the CROSS dataset and the other datasets is the fact that the TRAFFIC and VMT datasets are not divided as the training set and test set. In this situation, one of the most general evaluation methodologies is cross validation. We also performed the two- and five-fold cross validations using the TRAFFIC and VMT datasets, respectively, to evaluate the performance of the proposed networks. In \(K\)-fold cross validation, the whole trajectories in a dataset were divided into \(K\) folds. The performance of each network is evaluated using the trajectories in a fold after training the network using the trajectories in the other \(K-1\) folds. These training and testing procedures are repeated \(K\) times utilizing each fold for testing and the other folds for training at a time.

We first compared the neural networks mentioned in the previous sections in terms of classification accuracy. The classification accuracy of a network was computed as

\[
\frac{N_c}{N} \times 100,
\]

where \(N_c\) is the number of the trajectories that are correctly classified among the test trajectories and \(N\) is the number of the whole test trajectories. However, due to the randomness in weight initialization, the value of \(N_c\) may vary even if the same learning is repeated. To avoid the problem, we computed the classification accuracy whenever the weights of a network are updated using a mini-batch, and then repeated the same training and evaluation ten times for a given pair of the training and test sets. We selected the maximum value of \(N_c\) to compute the classification accur-
accuracy in those repetitive training and testing. In the $K$-cross validation, the maximum number of the correctly classified trajectories was selected for each pair of training and test sets, and the value of $N_c$ was determined by adding the $K$ maximum numbers for all of the pairs of the training and test sets.

We implemented all of the methods described in this section using TensorFlow (Abadi et al., 2015). The cross entropy was chosen as the loss function in training all of the networks, and we adopted the Adam optimizer (Kingma and Ba, 2015) with the learning rate of 0.001 to minimize (maximize) the loss function. The size of the mini-batch was set to 100 when training all of the networks. From many trials of those network training, the maximum number of epochs was set to 500, 500, 50, and 400 for RNN, LSTM, CNN, and TrajNets, respectively. This means that CNN could be easily trained compared to the other networks. To examine the relationship between the number of points in trajectories and the classification performance, we performed the experiments by varying the value of $M$ as 16, 32, 64, and 128.

Figures 5, 6, and 7 show the classification accuracies for the CROSS, TRAFFIC, VMT datasets, respectively. It is shown in Fig. 5 that all of the networks provided classification accuracies over 99% on average except for CNN, which showed its average accuracy of 98.97% for the CROSS dataset. In particular, TrajNet-A and TrajNet-M, which are the proposed networks, yielded the best average performances over 99.6%, and TrajNet-A obtained the highest classification accuracy with $M = 16$. We can see that RNN yielded lower classification accuracies as $M$ increases. This agrees with the fact well-known in the literature that the learning capability of RNN decreases when the length of the sequence data increases. However, the proposed networks can provide slightly higher accuracies with the small numbers of $M$ than RNN, LSTM, and CNN. Since the time required for the inference of an arbitrary trajectory increases with the value of $M$, this means that the proposed network can classify trajectories in a shorter time.

Figure 6 shows the classification accuracies of the networks on the TRAFFIC dataset. Similar to the CROSS dataset, we can see that CNN provided the lowest classification accuracies for all the values of $M$. Note that the 100% classification accuracy was obtained by RNN, LSTM, TrajNet-A, and TrajNet-M when $M = 64$. However, TrajNet-A and TrajNet-M yielded the highest average accuracies of 99.67% and 99.84%, respectively, and TrajNet-M provided 100% accuracy when $M = 16$ as well as $M = 64$. Figure 7 shows the classification accuracies on the VMT dataset. We can see again that the accuracy of RNN decreases relatively large as the value of $M$ increases. On average, TrajNet-A, TrajNet-M, and LSTM provided the highest accuracies of 99.10%, 99.02%, and 99.00%, respectively. It is notable that TrajNet-A provided the best accuracies for $M = 16$, $M = 32$, and $M = 128$. In particular, the highest accuracy of 99.2% on this dataset was obtained by TrajNet-A when $M = 16$. In total, it may seem that the accuracy improvement of the proposed networks is marginal. However, the improvements are not meaningless because RNN, LSTM, and CNN already give very high accuracies of around 99%.
Together with the classification accuracy, the classification speed and the number of parameters are also important performance of classification methods. We measured the inference time required to classify trajectories and counted the number of parameters in the networks. Table 2 shows the time to classify the 9500 test trajectories in the CROSS dataset after training each network for all the values of $M$. It was measured on a PC with a GPU of TITAN Xp. In the case of CNN, the time required in the conversion from an input trajectory to an image was not included in the inference time. The table shows that the proposed networks can classify input trajectories faster than RNN, LSTM, and CNN for each value of $M$. In particular, when $M = 16$, TrajNet-A, which gave better classification accuracies, required about 40%, 59%, and 45% of the inference times of RNN, LSTM, and CNN, respectively. Note that those speed improvements were achieved together with the improvement in the classification accuracy, not its sacrifice. As $M$ increases, we can see that the inference time increases in all of the networks except CNN. However, the ones of TrajNets increase slower than the ones of RNN and LSTM. It can be expected from this result that the trajectory classification based on TrajNet can be performed much faster than RNN or LSTM in a situation that the points included in trajectories become more and more. Interestingly, TrajNet-F showed the fastest inference time even though it contains the maximum number of parameters for the same value of $M$. We expect from this result that the architecture of TrajNet-F is more appropriate to the use of GPU than the other architectures. Another superiority of the proposed networks can be seen in Table 3, which summarizes the numbers of parameters for each value of $M$. We can see from the table that regardless of the value of $M$, the numbers of parameters included in all of the networks remain the same except TrajNet-F. Among those networks, the two proposed networks, TrajNet-A and TrajNet-M, contain the lowest numbers of parameters except for RNN.

In summary, it was demonstrated from our experimental results on the three datasets that TrajNet can classify an input trajectory faster and more accurately than the other deep networks presented in the previous studies; and the proposed architecture with the average-pooling or the max-pooling layer can also be stored in a less memory space than LSTM and CNN.

### Table 2: Inference time required to classify 9500 test trajectories in CROSS dataset (in seconds).

<table>
<thead>
<tr>
<th>Network</th>
<th>$M = 16$</th>
<th>$M = 32$</th>
<th>$M = 64$</th>
<th>$M = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>2.142</td>
<td>3.687</td>
<td>7.661</td>
<td>15.941</td>
</tr>
<tr>
<td>LSTM</td>
<td>1.466</td>
<td>1.713</td>
<td>2.126</td>
<td>2.855</td>
</tr>
<tr>
<td>CNN</td>
<td>1.926</td>
<td>1.919</td>
<td>1.923</td>
<td>1.921</td>
</tr>
<tr>
<td>TrajNet-F</td>
<td>0.549</td>
<td>0.600</td>
<td>0.615</td>
<td>0.714</td>
</tr>
<tr>
<td>TrajNet-A</td>
<td>0.865</td>
<td>0.882</td>
<td>0.971</td>
<td>1.097</td>
</tr>
<tr>
<td>TrajNet-M</td>
<td>0.930</td>
<td>0.954</td>
<td>1.017</td>
<td>1.143</td>
</tr>
</tbody>
</table>

### Table 3: Number of parameters in network (in thousands).

<table>
<thead>
<tr>
<th>Network</th>
<th>$M = 16$</th>
<th>$M = 32$</th>
<th>$M = 64$</th>
<th>$M = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
</tr>
<tr>
<td>LSTM</td>
<td>351</td>
<td>351</td>
<td>351</td>
<td>351</td>
</tr>
<tr>
<td>CNN</td>
<td>189</td>
<td>189</td>
<td>189</td>
<td>189</td>
</tr>
<tr>
<td>TrajNet-F</td>
<td>1095</td>
<td>2145</td>
<td>4241</td>
<td>8436</td>
</tr>
<tr>
<td>TrajNet-A</td>
<td>113</td>
<td>113</td>
<td>113</td>
<td>113</td>
</tr>
<tr>
<td>TrajNet-M</td>
<td>113</td>
<td>113</td>
<td>113</td>
<td>113</td>
</tr>
</tbody>
</table>

### 5 CONCLUSIONS

In this paper, we proposed a new network architecture to address the vehicle trajectory classification. Inspired from PointNet (Qi et al., 2017), which has a novel architecture to deal with point cloud classification and semantic segmentation, the proposed architecture was derived based on analyzing the difference between the properties of the trajectory and the point cloud. From our experiments using the three public datasets, we show that the proposed architecture could provide slight improvements in the classification accuracy over RNN, LSTM, and CNN, which yielded...
sufficiently high classification accuracies. Furthermore, it was verified that TrajNet-A, one of the proposed networks, could classify the test trajectories of the CROSS dataset in 40%, 59%, and 45% less time than RNN, LSTM, and CNN, respectively, under the setting of \( M = 16 \) along with the accuracy improvements. In terms of memory space, TrajNet-A and TrajNet-M require lower numbers of parameters than LSTM and CNN. Also, we could see from the experiments that the number of points included in a trajectory has little effect on the classification accuracy except for RNN.

In future work, the proposed networks will be applied in classifying the vehicle trajectories extracted from various real traffic situations with trajectory generation methods for traffic flow measurement and anomaly detection at intersections. Moreover, we expect that the proposed networks can be utilized in classifying trajectories obtained in other applications such as online handwriting recognition (Kim and Sin, 2014) and human activity recognition (Anguita et al., 2013).
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