Abstract: University teachers, who generally focus their interest on pedagogy and students, may find it difficult to manage e-learning platforms which provide learning analytics and data. But learning indicators might help teachers when the amount of information to process grows exponentially. The indicators can be computed by the aggregation of data and by using teachers’ knowledge which is often imprecise and uncertain. Possibility theory provides a solution to handle these drawbacks. Possibilistic networks allow us to represent the causal link between the data but they require the definition of all the parameters of Conditional Possibility Tables. Uncertain gates allow the automatic calculation of these Conditional Possibility Tables by using for example the logical combination of information. The calculation time to propagate new evidence in possibilistic networks can be improved by compiling possibilistic networks. In this paper, we will present an experimentation of compiling possibilistic networks to compute course indicators. Indeed, the LMS Moodle provides a large scale of data about learners that can be merged to provide indicators to teachers in a decision making system. Thus, teachers can propose differentiated instruction which, better corresponds to their student’s expectations and their learning style.

1 INTRODUCTION

Modeling indicators based on expert knowledge are hard to perform because human description is often vague. Possibility theory, introduced by L. A. Zadeh (Zadeh, 1978), is a solution to this problem of uncertainty which appears during knowledge modeling. Moreover, the causal link between the data can be modeled by using the possibilistic network (Benferhat et al., 1999). The latter is an adaptation of the Bayesian Network (Pearl, 1988; Neapolitan, 1990) to possibility theory. In the possibilistic network each variable is attached to a Conditional Possibility Table. The number of parameters to elicit in a CPT grows exponentially depending proportionally on the number of parents. So a solution can be to use uncertain logical gates between the variables in order to compute automatically the CPT instead of eliciting all parameters. This time-saving solution allows us to fix the problem of unknown variables which are too difficult to extract from complex systems. The addition of a variable called leakage variable leads to a new model. There is a large set of available connectors from behavior severe to indulgent. The variables are often qualitative as in (Dubois et al., 2015) but to use uncertain gates we have to encode the modalities into numerical values.

Another problem is the computation time of the propagation of evidence in possibilistic networks. There are several existing solutions with exact inference or approximative inference. For example forward-chaining, message passing in junction tree, etc. But in our study we propose to experiment a new approach which is more efficient. Indeed, it is possible to perform the compiling of the possibilistic network as for Bayesian networks (Park and Darwiche, 2002) to improve the computation time.

In this paper, we would like to perform an experimentation of indicator calculation by using uncertain gates and compiling possibilistic networks. Several studies were performed in order to improve pedagogy and understand students and their learning style (Huebner, 2013; Baker and Yacef, 2009; Bousbia et al., 2010). These researchers made use of Bayesian networks, neural networks, support vector machines. They often tried to detect a student at the risk of dropping out or failing at the examination.

Our approach study is based on an existing dataset built from Moodle logs for a course of spreadsheet and some external information such as attendance and results at the examination. This dataset is anonymized. We can extract from Moodle the results of the quiz, the sources consulted, etc. The knowledge about the indicators is provided by teachers and
extracted from the data by data mining as in (Petiot, 2018).

The goal of this paper, is to compute course indicators by using teachers’ knowledge. To do this, we will first present possibility theory and uncertain gates. Then we will focus on the compiling of possibilistic networks and finally we will present our results.

2 UNCERTAIN GATES

Uncertain gates are an analogy of noisy gates in possibility theory, developed in 1978 by L.A. Zadeh (Zadeh, 1978). In this theory, imprecise and uncertain knowledge can be modeled by a possibility distribution \( \pi \). We can define the possibility measure \( \Pi \) and the necessity measure \( N \) from \( P(\Omega) \) in \([0,1]\) as the authors in (Dubois and Prade, 1988). The possibility measure is defined as follows:

\[
\forall A \in P(\Omega), \Pi(A) = \sup_{x \in A} \pi(x) \tag{1}
\]

The necessity measure can be defined as follows:

\[
\forall A \in P(\Omega), N(A) = 1 - \Pi(\neg A) = \inf_{x \in A} 1 - \pi(x) \tag{2}
\]

Possibility theory is not additive but maxitive:

\[
\forall A, B \in P(X), \Pi(A \cup B) = \max(\Pi(A), \Pi(B)). \tag{3}
\]

We can compute the possibility of the variable \( A \) given the variable \( B \) by using the conditioning proposed by E. Hisdal (Hisdal, 1978) and generalized by D. Dubois and H. Prade (Dubois and Prade, 1988):

\[
\Pi(A|B) = \begin{cases} 
\Pi(A, B) & \text{if } \Pi(A, B) < \Pi(B), \\
1 & \text{if } \Pi(A, B) = \Pi(B). 
\end{cases} \tag{4}
\]

Possibilistic networks (Benferhat et al., 1999; Borgelt et al., 2000) can be defined by using the factoring property. We propose the following definition:

**Definition 2.1.** The factoring property can be defined from the joint possibility distribution \( \Pi(V) \) for a Directional Acyclic Graph (DAG) \( G = (V, E) \) where \( V \) is the set of Variables and \( E \) the set of edges between the variables. \( \Pi(V) \) can be factorized toward the graph \( G \):

\[
\Pi(V) = \bigotimes_{X \in V} \Pi(X/Pa(X)). \tag{5}
\]

The function \( Pa(X) \) returns the parents of the variable \( X \).

There are two kinds of possibilistic networks: min-based possibilistic networks that are qualitative possibilistic networks where \( \otimes \) is the function \( \min \), and product-based possibilistic networks that are quantitative possibilistic networks where \( \otimes \) is the product. In this research, we will use a min-based possibilistic network because we have chosen to compare the possibilistic values instead of using an intensity scale in \([0,1]\).

Uncertain logical gates were proposed for the first time by the authors of (Dubois et al., 2015). They are based on the Independence of Causal Influence and use a model to represent uncertainty. This model is built by introducing an intermediate variable \( Z \) between a set of causal variables \( X_1, \ldots, X_n \) and an effect variable \( Y \). This allows us to represent two behaviors: inhibitors and substitute. The inhibitors can be defined if a cause is met and the effect variable \( Y \) is not produced. The substitute can be defined if a cause is not met and the variable \( Y \) is produced. In this model, there is a deterministic function \( f \) which combines the influences of the variables \( Z_i; Y = f(Z_1, \ldots, Z_n) \). The leaky model is derived from the previous model by adding a leakage variable \( Z_l \) which represents the unknown knowledge. The possibilistic model with the ICI is the following:

![Possibilistic model with ICI](Image)

This model, presented by the authors (Dubois et al., 2015), leads to the following equation:

\[
\pi(Z_l|X) = \max_{Z_1, \ldots, Z_n} \bigotimes_{l=1}^{n} \pi(Z_l|X) \tag{6}
\]

The \( \otimes \) is the minimum and \( \oplus \) is the maximum. There are several possible functions \( f \), for example AND, OR, NOT, INV, XOR, MAX, MIN, MEAN, linear combination, etc.

In order to generate the CPT we have to compute the above equation. We have to define \( \pi(Z_l|X) \) and the function \( f \). In our experimentation we have three ordered levels of intensity: low, medium and high. We propose to encode the modality by the following intensity levels as in (Dubois et al., 2015): 0 for low, 1 for medium and 2 for high. The following table illustrates an example:
Table 1: Possibility table for 3 ordered states.

| $\pi(Z_i|X_i)$ | $x_i = 2$ | $x_i = 1$ | $x_i = 0$ |
|---------------|---------|---------|---------|
| $z_i = 2$     | $s_{2,1}$ | $s_{2,0}$ |         |
| $z_i = 1$     | $s_{1,2}$ | $s_{1,1}$ |         |
| $z_i = 0$     | $s_{0,2}$ | $s_{0,1}$ | $s_{0,0}$ |

In the above table, $\kappa$ represents the possibility that an inhibitor exists if the cause is met and $s_i$ the possibility that a substitute exists when the cause is not met. If a cause of weak intensity cannot produce a strong effect, then all $s_i = 0$. So there are 6 parameters at the most per variable and 2 parameters for $\pi(Z_i)$. Another constraint is that $s_{1,2} \geq s_{0,2}$.

In our study we will use for the function $f$ the function MIN and MAX leading to the connectors uncertain MIN (⊥) and uncertain MAX (⊤) as proposed by Dubois et al. (Dubois et al., 2015). We will also use a weighted average function (WAVG) and a MYCIN Like connector ($h$) as described in (Petiot, 2018). The function $f$ must have the same domain as the variable $Y$. We can see that the connectors uncertain MIN and uncertain MAX satisfy this property. Nevertheless, the weighted average function can return a value outside the domain of $Y$. We propose to combine the result of the weighted average function $g(z_1, \ldots, z_n) = \omega_1 z_1 + \ldots + \omega_n z_n$ with a scaling function $f_s$ which returns a value in the domain of $Y$. The parameters $\omega_i$ are the weights of the weighted average. Finally, we have $f = f_s \circ g$. If $(\epsilon_0, \epsilon_1, \ldots, \epsilon_{m-1})$ are the $m$ ordered states of $Y$ then the function $f_s$ can be for example:

$$f_s(x) = \begin{cases} 
\epsilon_0 & \text{if } x \leq \theta_0 \\
\epsilon_1 & \text{if } \theta_0 < x \leq \theta_1 \\
\vdots & \\
\epsilon_{m-1} & \text{if } \theta_{m-2} < x 
\end{cases} \quad (7)$$

The parameters $\theta_i$ allow us to adjust the behaviour of $f_s$. The function $g$ has $n$ parameters which are the weights $\omega_i$ of the linear combination and $n$ arguments. If all weights are equal to $\frac{1}{n}$, then we calculate the average of the intensities. If $\forall i \in [1,n] \omega_i = 1$, then we make the sum of the intensities (connector $\Sigma$).

3 COMPILED THE JUNCTION TREE OF A POSSIBILITY NETWORK

The knowledge of the indicators is represented by a probabilistic network. The propagation of evidence in this probabilistic network will lead to a possibility and a certainty measure.

To perform the propagation of evidence in the possibilistic network we propose at first to compile the junction tree of a possibilistic network. The junction tree is composed of cliques and separators. The cliques are extracted by using the Kruskal algorithm (Kruskal, 1956) after the generation of the moral graph and the triangulated graph (Kjaerulff, 1994).

The same reasoning as in compiling Bayesian networks (Darwiche, 2003) is used. We have adapted A. Darwiche’s algorithm for the junction tree (Park and Darwiche, 2002) of a Bayesian network to possibilistic networks.

Indeed, possibilistic networks can be transformed into a function with two kind of variables: evidence indicators and network parameters. For all instantiations of a variable $X = x$ we define an evidence indicator $\lambda_x$. Similarly, for all network CPT parameters of $\pi(X|U)$, we define a parameter $\theta_{ui}$ where $u$ is an instantiation of $U$, the parents of the variable $X$ and $x$ an instantiation of the variable $X$.

The function $f$ can be computed by combining at first all evidence indicators and network parameters consistent with the instantiation by using the operator $\oplus$. Then, we perform a combination of all the previous results by using the operator $\otimes$.

**Definition 3.1.** If $P$ is a possibilistic network, $V = v$ the instantiations of the variables of the possibilistic networks and $U = u$ the consistent instantiations of the parents of a variable $X$ with the instantiation $X = x$, then the function $f$ of $P$ is:

$$f = \bigoplus \bigotimes \lambda_x \otimes \theta_{ui} \quad (8)$$

In the above formula $vu$ denotes the instantiation of the family of $X$ and its parents $U$ compatible with the instantiation $v$. The operator $\bigoplus$ can be the function maximum and $\bigotimes$ the function minimum.

We can study, as an example, the following possibilistic network:

Table 2: Example of the possibilistic network $A \rightarrow B \rightarrow C$.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>$\theta_{bc}$</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>$\theta_{bd}$</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>$\theta_{ac}$</td>
</tr>
<tr>
<td>false</td>
<td>false</td>
<td>$\theta_{ab}$</td>
</tr>
</tbody>
</table>

$$\begin{array}{|c|c|}
\hline
A & B & C \\
\hline
true & true & $\theta_{cb}$ \\
false & false & $\theta_{ab}$ \\
\hline
\end{array}$$
In this case the function $f$ is:

\[ f = λ_a ⊗ θ_a ⊗ a ⊗ θ_b ⊗ b \]
\[ ⊕ λ_a ⊗ θ_b ⊗ a ⊗ b \]
\[ : \]
\[ ⊕ λ_b ⊗ a ⊗ θ_c ⊗ c \]
\[ ⊕ λ_c ⊗ a ⊗ b ⊗ θ_c ⊗ b \]

**Definition 3.2.** If the evidence $e$ is an instantiation of variables then we have the property $f(e) = π(e)$.

Let us consider the following example:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>true</td>
<td>true</td>
<td>1</td>
<td>A</td>
<td>1</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>0.2</td>
<td>true</td>
<td>1</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>0.1</td>
<td>false</td>
<td>1</td>
</tr>
<tr>
<td>false</td>
<td>false</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If the evidence is $\bar{a}$, then we obtain $\lambda_a = 0, \lambda_b = 1, \lambda_c = 1$ and the computation of $f(e)$ is:

\[ f(\bar{a}) = f(\lambda_a = 0, \lambda_b = 1, \lambda_c = 1) = θ_a ⊗ θ_b ⊗ θ_c \]
\[ \theta_{b|\bar{a}} = 0.1 ⊗ 0.1 ⊗ 0.1 \times 1.0 = 0.1. \]

The evaluation of $f$ leads us to compute $π(e)$.

We can compute the possibility of a variable $X$ given the evidence $e$:

\[ π(x|e) = \begin{cases} π(x, e) & \text{if} \; π(x, e) < π(e) \; \text{and} \; π(x, e) = π(e) \end{cases} \]

If the variable $X$ has $n$ states and $x$ is one of its states, and if $X$ is not in the evidence $e$ then $π(x, e) = f(e, 1_{x})$ with $1_{x} = (λ_{x_1} = 0, ..., λ_{x_n} = 1)$. For example, $1_{x_1} = (λ_{x_1} = 0, λ_{x_3} = 1)$. We have another case if $X$ is in $e$ called Evidence Retraction in probability theory (Darwiche, 2003). In possibility theory the Evidence Retraction leads us to compute $π(x|e - X)$.

If the number of variables is too high, the computing of possibilities becomes too complex. So it is interesting to compile the possibilistic network by using a MIN-MAX circuit as in (Raouia et al., 2010). This optimization allows us to reduce memory used and computation time. There are several approaches for compiling the function $f$ into a MIN-MAX circuit. The leaves of the MIN-MAX circuit are the parameters $λ$ and $θ$ and the nodes are the operators $⊗$ and $⊕$. We present an example of a MIN-MAX circuit in the following figure:

![MIN-MAX circuit](image)

**Figure 2:** MIN-MAX circuit of the example.

We have chosen to perform the factorisation of the function $f$ and then to use the junction tree method. To compile a Bayesian network under evidence, we generate an arithmetic circuit and we differentiate the circuit in order to obtain all posterior probabilities $p(x|e)$. The differentiation is very easy with the arithmetic circuit in probability theory.

**Definition 3.3.** We obtain the arithmetic circuit $f'$ of a MIN-MAX circuit $f$ by replacing the $⊗$ by the multiplications and the $⊕$ by additions.

We propose to encode the MIN-MAX circuit into an arithmetic circuit. Then we will deduce the propagation algorithm for the arithmetic circuit. Finally, we will replace in the algorithm the additions by $⊕$ and the multiplications by $⊗$ in order to apply the algorithm to a MIN-MAX circuit. In the following figure we present an example of our encoding:

![Arithmetic circuit](image)

**Figure 3:** Arithmetic circuit of a MIN-MAX circuit.
We can differentiate the polynomial $\frac{\partial f'}{\partial \lambda x}$. In the example of Table 3, we obtain the following function:

$$f = \lambda a \theta_a \otimes (\lambda b \theta_{bi} \oplus \lambda d \theta_{di})$$

(11)

After the transformation we obtain the following polynomial:

$$f' = \lambda a \theta_a (\lambda b \theta_{bi} + \lambda d \theta_{di}) + \lambda d \theta_{bi} \lambda b \theta_{di} + \lambda d \theta_{di}$$

(12)

For example, if we suppose that $e = b$ then $f'(e) = f' (\lambda b = 1; \lambda d = 0; \lambda a = 1; \lambda d = 1)$. To compute $\pi(a, e)$ we must at first compute $\frac{\partial f'(e)}{\partial \lambda a}$ because $a$ is not in $e$. We obtain the following result:

$$\frac{\partial f'(e)}{\partial \lambda a} = \theta_a \theta_{bi}$$

(13)

To obtain $\pi(a, e)$ we must replace the additions by $\oplus$ and the multiplications by $\otimes$ in the above equation, which gives the following result:

$$\pi(a, e) = \theta_a \otimes \theta_{bi}$$

(14)

We propose to build the MIN-MAX circuit of a junction tree obtained from a possibilistic network. We must first select a root node which is the result of $f$, then we add a $\oplus$ node for each instantiation of a separator and a $\otimes$ node for each instantiation of a cluster. We have only one node $\lambda_a$ for each instantiation of a variable $X$ and one node $\theta_{bi}$ for each instantiation of the nodes $X$ and its parents $V$. The children of the output node $f$ are the $\otimes$ nodes of the root cluster. The children of $\oplus$ nodes are compatible nodes generated by the child clusters and the children of $\otimes$ nodes are compatible nodes generated by the child separators.

If we consider the example $B \leftarrow A \rightarrow C$ we can compute the MIN-MAX circuit of the junction tree as follows:

![Figure 4: MIN-MAX circuit of a junction tree.](image)

In this figure, the function $\phi$ performs the evaluation of the cluster compatible with the instantiation of the separator.

We propose now to differentiate the arithmetic circuit $f'$ of a MIN-MAX circuit $f$. If $v$ is the current node and $p$ is the parents of $v$, then we can compute $\frac{\partial f'}{\partial v}$ by using the chain rule:

$$\frac{\partial f'}{\partial v} = \sum_p \frac{\partial f'}{\partial p} \frac{\partial p}{\partial v}$$

(15)

If the parent $p$ has $n$ other children $v_i$ different from the node $v$, there are several cases to discuss:

- If $v$ is the first node then $\frac{\partial f'}{\partial v} = 1$.
- If $p$ is an addition node then $\frac{\partial p}{\partial v} = \frac{\partial (v + \sum_{i=1}^{n} v_i)}{\partial v} = 1$.
- If $p$ is a multiplication node then $\frac{\partial p}{\partial v} = \frac{\partial (v \prod_{i=1}^{n} v_i)}{\partial v} = \prod_{i=1}^{n} v_i$.

As a result, we obtain the following recursive algorithm to evaluate the MIN-MAX circuit of a junction tree by changing the multiplication by $\otimes$ and additions by $\oplus$:

1. **Upward-pass**: compute the value of the node $v$ and store it in $u(v)$;
2. **If** $v$ is the root then set $d(v) = 1$ else set $d(v) = 0$;
3. **Downward-pass**: for each parent $p$ of the node $v$ compute $d(v)$ as follows:
   
   (a) if $p$ is a node $\oplus$:
   $$d(v) = d(v) \oplus d(p)$$

   (b) if $p$ is a node $\otimes$:
   $$d(v) = d(v) \otimes \left[ d(p) \bigotimes \left[ \prod_{i=1}^{n} u(v_i) \right] \right]$$

The nodes $v_i$ are the other children of $p$.

To evaluate the indicators, we must perform several processing operations. The first one is to compile the junction tree of the possibilistic network. Then we perform the initialization of evidence before applying the recursive algorithm. We can compute for each state of an indicator a possibility measure and a necessity measure.

### 4 EXPERIMENTATION

#### 4.1 Presentation

In our experimentation, we used an existing anonymized dataset for a Spreadsheet course at bachelor level proposed in face-to-face learning enriched by an online supplement on Moodle. This dataset was built by gathering all data of logs in a table. Then a process of anonymization was performed. For example, we use the data of Moodle, such as quiz results,
sources consulted, ... and external data such as attendance, groups,... The quiz questions were categorized by skills. When the data were missing, we performed an imputation of these data by an iterative PCA (Audigier et al., 2015). The knowledge about the indicators was provided by teachers and extracted from the data by data mining. To represent the knowledge we have chosen to use a DAG:

Figure 5: Modeling of knowledge by a DAG.

The qualitative variables have 3 ordered modalities (low, medium, high) encoded with the numerical values (0,1,2). The description of the indicators by teachers is often imprecise so we used a possibility distribution to represent each state of a variable. Then, possibilistic networks can be used to compute the indicators. To do this we need to define all CPTs. To avoid the eliciting of all the parameters, we used uncertain gates leading to the computation of all the CPTs.

We merged information about the sources consulted in Moodle to build an indicator of participation which takes into account their importance. We used the WAVG connector. The weights were provided by teachers. We also computed an indicator of acquired skills by using the WAVG connector. The name of this connector is connector $\Sigma$. We present in the following figure the weights of the WAVG connectors:

(a) Indicator of participation.

(b) Indicator of acquired skills.

Figure 6: Weights of the WAVG connectors.

We used the uncertain MIN connector ($\perp$) for conjunctive behavior and the uncertain hybrid connector ($h$) for indicators which need a compromise in case of conflict and a reinforcement if the values are concordant. As a result we obtain the following model:

Figure 7: Knowledge modeling with uncertain connectors.

Before the propagation of the new information, we have to build the CPTs of all the uncertain gates. Then, we apply the algorithm for compiling the junc-
tion tree of a possibilistic network. We have compared this approach to a previous study that used the message passing algorithm (Petiot, 2018). Indeed, we can adapt the junction tree message passing algorithm (Lauritzen and Spiegelhalter, 1988) of Bayesian Networks to Possibilistic Networks. The propagation algorithm can be resumed in three steps. The initialization with the injection of evidence, then, the collect with the propagation of evidence from leaf to root and the distribution with the propagation of evidence from root to leaf.

4.2 Results

We have compared the compiling of possibilistic network and the message passing algorithm. As expected, the results of the indicators in both approaches are identical. For example, the indicator of success deals with the prediction of student success at the exam. We have computed the percentage of success for each state of the indicator of success. We obtain the following results by using the compiling of possibilistic networks:

![Figure 8: Indicator of success with and without the estimation of missing data.](image)

(a) Without the estimation of missing data.

(b) With the estimation of missing data.

Figure 8: Indicator of success with and without the estimation of missing data.

We can see in figure a) a lot of equipossible results (with all possibilities equal to 1) due to missing data. To reduce the equipossible variables, we have performed an imputation of missing data using an iterative PCA algorithm (Audigier et al., 2015). We present the results in figure b). Another advantage of our approach is the use of uncertain gates in order to avoid the eliciting of all parameters of the CPTs. We have compared the result of the indicator of success with and without uncertain gates by using the compiling of the possibilistic network. The results are the following:

![Figure 9: Comparison of the results with and without uncertain gates by using the compiling of the possibilistic network.](image)

(a) Indicator of success.

(b) The number of parameters.

Figure 9: Comparison of the results with and without uncertain gates by using the compiling of the possibilistic network.

In figure a) the results are very close but uncertain gates require fewer parameters than CPTs elicited by a human expert. Figure b) shows that the number of parameters is highly decreased by using uncertain gates. We have also compared the performance of the computation of the indicators by using the compiling of possibilistic networks and the message passing algorithm. The results are the following:

![Figure 10: The mean computation time.](image)

Figure 10: The mean computation time.
We can see that the computation time is improved by compiling the junction tree of the possibilistic network. The compiling approach is three times faster than the message passing algorithm.

5 CONCLUSION

In this paper, we have presented a new approach of exact inference based on the compiling of the junction tree of a possibilistic network. We applied this approach to computing learning indicators for a course of spreadsheet that can be presented in a decision making system for teachers. To do this we have represented teachers’ knowledge by using a possibilistic network. As the number of parameters of the CPT grows exponentially when the number of parents grows, we have proposed to use uncertain gates because they allow us to avoid eliciting all CPT parameters. The CPTs are computed automatically. Then, we have computed the junction tree and generated the MIN-MAX circuit. To compute the possibilities of the indicators we have applied our algorithm which begins by an upward pass followed by a downward pass. We have shown that the computation time is improved compared to our previous inference approach based on the message passing algorithm. The results of our approach and message passing algorithm were the same as expected. In future, we would like to perform further experimentations in order to better evaluate our junction tree compiling approach for possibilistic networks. We would like to perform further experimentation concerning the computation of learning indicators.
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