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Abstract: The analysis of evacuation behaviors from the video captured during the Great East Japan Earthquake revealed that the evacuation behaviors of fleeing and dropping down were affected by the distance from the exits. These behaviors were reproduced through simulations by employing the evacuation decision model, which is a model of herd behaviors during evacuations; this showed that these unique evacuation behaviors could be reproduced by simple herd behaviors. However, the results are questionable owing to the oversimplified settings of the simulations, such as the different number and density of agents and the overlooked physical constraints. We conduct simulations with settings that are more representative of those in the video clip. The unique evacuation behavior is also reproduced with our simulation setting but for limited ranges of parameter values. The analysis of the results reveals that the parameters related to the vicinity of an agent are significant; this lead to the hypothesis that the attention of evacuees is narrowed to 20 degrees with a relatively long range during evacuations.

1 INTRODUCTION

The fields of pedestrian dynamics, collective behaviors, and crowd evacuations have gathered massive attention from researchers; owing to this, several studies have been conducted on these fields, and the associated literature has rapidly increased (Haghani, 2020a; Haghani, 2020b). Although several researchers consider the effects of cognitive or psychological factors in disaster evacuations to be significant (Sieben et al., 2017; Haghani et al., 2016), little is known about the mental mechanisms and cognitive processes of these factors owing to the difficulties involved in obtaining objective data. Therefore, studies on human evacuation behaviors are usually conducted through interviews of survivors (Mas et al., 2012; Drury et al., 2015), laboratory experiments with humans (Schmidt and Galea, 2013; Garcia Martín et al., 2014; Haghani et al., 2016) or animal subjects (Saloma et al., 2003; Ji et al., 2017), and literature studies. However, these methods have limitations in terms of objectivity; for example, reproducing mental stress of real evacuations in laboratory experiments is difficult, and methods employing interviews or surveys are subject to survivorship bias. With the increase in surveillance cameras and smartphones, videos and images of disaster evacuations have been accrued; novel approaches to investigate evacuation behaviors have emerged by analyzing these videos (Yang et al., 2011; D’Orazio et al., 2014; Gu et al., 2016).

Tsurushima (2020) combined multi-agent simulations with video analysis to investigate human evacuation behaviors during an earthquake. This study analyzed a video clip captured during the Great East Japan Earthquake and discovered unique human evacuation behavior that showed that distances to exits determine the choice of actions between fleeing the room and dropping under the table (Tsurushima, 2020). This unique evacuation behavior was reproduced by multi-agent simulations using the evacuation decision model (Tsurushima, 2019), a model of human herd behavior, which shows a cognitive bias during evacuations (Altshuler et al., 2005; Helbing et al., 2000; Lovreglio et al., 2014; Raafat et al., 2009). Tsurushima concluded that simple herd behaviors are sufficient to reproduce the unique evacuation behavior.

The research revealed the effects of herd behavior on evacuations and reproduced diagonal spatial patterns of the choices between fleeing and dropping...
through simulations; however, the results are questionable owing to the oversimplified configurations of these simulations. In the video, 48 people were arranged in a square facing the center of the room; their movements were constrained by desks and chairs. In contrast, in the simulation settings, 500 people were evenly distributed across the room; their movements were unconstrained. These differences are not negligible because, in the evacuation decision model, herd behaviors are determined by the movements of others in the vicinity of each agent. Thus, these differences may result in different results.

In this study, we reexamine the works of (Tsurushima, 2020) through simulations using the same model but with more realistic simulation settings; we investigate whether the results hold under the new settings. We also analyze the conditions in which and the reasons why the evacuation decision model reproduces the unique evacuation behaviors captured in the video. The results of the analysis yield a hypothesis based on human cognitive factors, which affect evacuation behaviors, that might be difficult to be obtained by empirical studies.

2 EVACUATION BEHAVIOR DURING THE GREAT EAST JAPAN EARTHQUAKE

In this section, we briefly describe the work of (Tsurushima, 2020) including the unique evacuation behavior reported, the evacuation decision model, and the configurations and results of the simulations. We also mention the differences in the simulation configurations compared to the real situations in the video clip.

2.1 Diagonal Spatial Pattern

From the analysis of the video clip \(^1\) captured during the Great East Japan Earthquake, Tsurushima (2020) reported unique evacuation behaviors of people, in which choosing between fleeing the room and dropping under tables was decided based on the distances to the exits. Figure 1 shows the initial positions of 48 people at the start of the earthquake in a square room with only one exit at the lower right corner. Figure 2 shows the result of the video analysis, in which a diagonal spatial pattern of the evacuees’ choices between fleeing and dropping emerged at the end of the earthquake depending on their distances to the exit. A white triangle denotes an evacuee who chose to flee and a black triangle denotes an evacuee who chose to drop. A gray triangle denotes an evacuee whose choice is unknown.

A simple theory to describe the phenomenon is that an evacuee determines the choice between fleeing and dropping based on his/her distance to the exit. Instead of the simple theory, Tsurushima made a hypothesis that evacuees make a random choice between fleeing and dropping; however, herd behaviors among evacuees result in a diagonal spatial pattern.

2.2 Evacuation Decision Model

The diagonal spatial pattern of fleeing and dropping evacuees was reproduced by simulations using the
evacuation decision model, which is a model of herd behavior during human evacuations.

In the evacuation decision model, agent \( a_i \) has a variable \( X \in \{0, 1\} \); \( a_i \) decides his/her behavior either by himself/herself if \( X = 1 \) or by herd behavior if \( X = 0 \). The values of \( X \) toggles between 0 and 1 with the following transition probabilities:

\[
P(X_i = 0 \rightarrow X_i = 1) = \frac{s_i^2}{s_i^2 + \theta_i^2}, \quad (1)
\]

\[
P(X_i = 1 \rightarrow X_i = 0) = \epsilon, \quad (2)
\]

where \( s_i \) is a local estimate of the stimulus from the environment for \( a_i \), \( \theta_i \) is the response threshold of \( a_i \), and \( \epsilon \) is a constant probability common for all agents. A local estimate of the stimulus from the environment is calculated as follows:

\[
s_i(t + 1) = \max\{s_i(t) + \delta - \alpha(1 - R), 0\}, \quad (3)
\]

where \( \delta \) is the increase of the stimulus per unit time and \( \alpha \) is the scale factor of the stimulus. \( R \), the risk perception function of objective risk \( r \), is defined as follows:

\[
R(r) = \frac{1}{1 + e^{-(r - \mu_i)}}, \quad (4)
\]

where \( g \) is the activation gain of the sigmoid function and \( \mu_i \) is the risk perception factor of \( a_i \), which represents the individual sensitivity to risk. \( r \) represents the objective risk in the environment, which is given as follows:

\[
r(t + 1) = r(t) + \Delta r \quad (5)
\]

and \( r(0) = 0 \). \( F \) is the evacuation progress function of \( a_i \) that estimates the total progress of the evacuation:

\[
F(n) = \begin{cases} 
1 - n/\hat{N} & n < \hat{N} \\
0 & \text{otherwise} 
\end{cases} \quad (6)
\]

where \( n \) is the number of agents in the vicinity and \( \hat{N} \) is the maximum possible number of agents in the vicinity. The vicinity of an agent is defined by distance \( d \) (units) and angle \( \omega \) (degrees) from the direction in which the agent is headed. Depending on the value of \( X_i \), \( a_i \) performs one of the following actions:

1. if \( X_i = 1 \), randomly chooses to either flee or drop, or
2. if \( X_i = 0 \), chooses to flee or drop, or his/her action is undetermined depending on the most popular action in the vicinity.

No agent estimates the distance to the exit or chooses his/her behavior based on the distance.

Figure 3: Example of the diagonal spatial pattern. All fleeing agents went out through the exit and all dropping agents were in the room. A diagonal border between fleeing and dropping agents has emerged.

### 2.3 Simulation A

Hereinafter, we refer to the simulations in (Tsurushima, 2020) as simulation A. In simulation A, 500 agents incorporating the evacuation decision model were evenly distributed in a square space (40 × 40 units) with only one exit at the lower right corner (Fig. 3). The parameters used in simulation A were as follows: \( \alpha = 1.2, \delta = 0.5, \epsilon = 0.2, g = 1.0, \hat{N} = 10, d = 5, \) and \( \omega = 120 \).

Figure 3 illustrates an example of the simulation results showing a diagonal spatial pattern of fleeing and dropping evacuees; the unique evacuation behavior captured in the video (a diagonal spatial pattern) is reproduced by the evacuation decision model.

### 2.4 Critical Analysis

Tsurushima (2020) concluded that simple herd behavior is sufficient to reproduce the diagonal spatial pattern because all actions by agents in simulation A are either random or herd behavior. However, the initial condition of simulation A might not be considered as the same as that of the real situation captured in the video; therefore, the results of the study are questionable.

The environment of simulation A, which is a square room with one exit at one corner, can be a good representation of the real situation in the video. However, the number of agents and their initial layout in the room are very different from the real situation. The number of agents in simulation A was 500.
whereas there were 48 agents in the real situation. The agents were evenly distributed across the room with high density in simulation A, whereas people were arranged in a square with relatively sparse density in the real situation. Furthermore, agents faced random directions in simulation A, whereas all the people in the video faced the center of the room.

In the video, tables and chairs were laid out in a square shape in the room and the movements of people were physically restricted by these objects. However, the movements of the agents in simulation A were unrestricted; agents could move directly toward the exit. In the evacuation decision model, the decision of an agent is determined by the behaviors of other agents in the vicinity of that agent. Thus, the position of an agent in the room will affect the decisions of other agents and vice versa. The following factors can significantly affect the overall dynamics of the behavior of the model.

1. Constraints against the movement of an agent.
2. Vicinity of an agent (direction in which the agent is facing).
3. Distribution of agents in the room.

Therefore, the differences between the configurations of simulation A and those of the real situation are not negligible. A more extensive analysis of these differences is required.

3 EXPERIMENT

In this section, we describe simulations using the evacuation decision model with more realistic configurations (we will call them simulation B) and examine whether the diagonal spatial pattern reported by Tsurushima (2020) can be reproduced with these settings.

3.1 Simulation B

Figure 4 depicts the initial positions of 48 agents in a square space (15 × 15 units), which has one exit at the lower right corner. All the agents face toward the center of the room, as in the video clip.

Figure 5 illustrates the constraints on the movements of these agents. A circle on a grid refers to the initial position of an agent. An arrow on a grid shows the direction of movement that agents on those grids must follow. For example, the red agent in the upper left in the figure can only move to the right. Grey grids show the area where the movements of agents are unrestricted. Thus, when an agent reaches one of these grids, he/she can move directly to the exit.

In simulation A, an agent is unrestricted physically, and therefore can pass through other agents standing on the way to the exit. In contrast, the agents in simulation B are constrained physically; hence, agents in this setting are unable to pass through other agents. They must stop whenever other agents are in front of them.

Although the configurations are different, an agent incorporating the evacuation decision model is identical to the one employed in simulation A. The parameters used in simulation B are as follows: $\alpha = 0.4$, $\delta = 1.0$, $\epsilon = 0.1$, $g = 0.7$, $\hat{N} = 10$, $\hat{d} = 10$, $\omega = 20$, and $\Delta r = 2.0$. 
Algorithm 1: Herd Behavior ($X = 0$).

\[
\begin{align*}
n_d &\leftarrow \{aj \in V_i | \pi_j(t) = \text{drop}\} \\
n_e &\leftarrow \{aj \in V_i | \pi_j(t) = \text{flee}\} \\
n_u &\leftarrow \{aj \in V_i | \pi_j(t) = \text{undecided}\}
\end{align*}
\]

if $n_d > n_e$ and $n_d > n_u$ then
    $\pi_i(t) \leftarrow \text{drop}$
else if $n_e > n_d$ and $n_e > n_u$ then
    $\pi_i(t) \leftarrow \text{flee}$
end if
if $\pi_i(t) = \text{flee}$ then
    move 1 unit following the constraints in Fig. 5.
end if

Algorithm 2: Random Selection ($X = 1$).

if $\pi_i(t) = \text{undecided}$ then
    $\tau \sim U(0, 1)$
    if $\tau \leq 0.5$ then
        $\pi_i(t) \leftarrow \text{drop}$
    else
        $\pi_i(t) \leftarrow \text{flee}$
    end if
end if
if $\pi_i(t) = \text{flee}$ then
    move 1 unit following the constraints in Fig. 5.
end if

Algorithm 3: Simulation.

\[
\begin{align*}
&\text{for } t = 1 \text{ to } T \text{ do} \\
&\quad r \leftarrow \min\{r + \Delta r, 100\} \\
&\quad \text{for all } a_i \in A \text{ do} \\
&\qquad \text{Calculate } s_i, R, \text{ and } F \text{ (eq. 3, 4, and 6)} \\
&\qquad \tau \sim U(0, 1) \\
&\qquad \text{if } X_i = 1 \land \tau < P(X_i = 1 \rightarrow X_i = 0) \text{ then} \\
&\qquad \quad X_i \leftarrow 0 \\
&\qquad \quad \text{Execute Algorithm 1 (Herd Behavior)} \\
&\qquad \text{else if } X_i = 0 \land \tau < P(X_i = 0 \rightarrow X_i = 1) \text{ then} \\
&\qquad \quad X_i \leftarrow 1 \\
&\qquad \quad \text{Execute Algorithm 2 (Random Selection)} \\
&\quad \text{end if} \\
&\quad \text{if } a_i \text{ is on the exit then} \\
&\quad \quad A \leftarrow A \setminus a_i \\
&\quad \text{end if} \\
&\text{end for} \\
&\text{end for}
\end{align*}
\]

3.2 Simulation Model

In this section, we briefly describe the simulation algorithms employed in the experiments. The algorithms are identical to those used by Tsurushima (2020).

$A = \{a_1, a_2, \ldots, a_{48}\}$ is a set of 48 agents assigned in the square space, as shown in Fig. 4. An agent $a_i$ has a variable $\pi_i(t) = \{\text{drop}, \text{flee}, \text{undecided}\}$ holding a current decision. The vicinity of $a_i$ is defined as $V_i = \{a_j \in A | d(a_i, a_j)\}$, where $d : A_x \rightarrow \{\text{true}, \text{false}\}$, and $d$ refers to a fan-like range of $d$ units $\omega$ degrees toward the direction of motion of $a_i$.

Algorithm 1 describes the action of $a_i$ with $X_i = 0$ (herd behavior), and Algorithm 2 describes the action of $a_i$ with $X_i = 1$ (random selection). Assuming a simulation time $t = 1, \ldots, T$, the overall procedure is given in Algorithm 3.

NetLogo 6.1.1 (Wilensky, 1999) was used to implement the algorithms described in this section.

3.3 Result

Figure 6 depicts an example result of simulation B. Similar to the result of simulation A (Fig. 3), the agents that remained were on the far left from the exit in the space, resulting in a diagonal spatial pattern.

The results similar to Fig. 3 are not necessarily obtained because of the stochastic nature of the model. Thus, we conducted 300 simulations to confirm the generality of the results.

Figure 7 shows the heat map of the results of 300 simulations. The dark area indicates a high frequency of remaining agents and the light area indicates a low frequency of remaining agents. Similar to simulation A, agents that remained were far from the exit; none or very few agents remained in areas close to the exit. Note that we employed the logarithm of the frequency of the number of remaining agents when creating the heat map because the frequency varies significantly.

Now, we can conclude that the behaviors captured in the video clip in (Tsurushima, 2020) can be reproduced by simulation B as well as simulation A.

Figure 6: Example result of simulation B.
4 ANALYSIS

Practically, obtaining the result presented in section 3.3 was quite challenging owing to the parameter sensitivity of the model. Most sets of parameters failed to produce the diagonal spatial pattern captured in the video. Thus, we employed black-box optimization techniques to explore parameter sets that can reproduce the diagonal spatial pattern, which discriminates between fleeing and dropping behaviors as shown in the video.

For this, an objective function that evaluates the simulation results in terms of the diagonal spatial pattern is required. By considering the center of the room as the origin, the objective function must take the following two conditions into account.

1. Maximize the number of agents above \( y = x \); minimize those below \( y = -x \).
2. Make the number of agents symmetrical with respect to \( y = -x \); i.e., minimize the absolute value of the difference between the numbers of agents above and below \( y = -x \).

Let the coordinates of agent \( a_i \) be \((x_i, y_i)\). Condition 1 can be expressed by maximizing:

\[
L^+ = \sum_{\{a_i|y_i \geq x_i\}} l_i^+ - \sum_{\{a_j|y_j < x_j\}} l_j^+ ,
\]

where \( l_i^+ \) is the distance between \( a_i \) and \( y = x \).

\[
l_i^+ = \sqrt{2\left(\frac{x_i - y_i}{2}\right)^2}.
\]

Condition 2 can be expressed by minimizing:

\[
L^- = \left| \sum_{\{a_i|y_i \geq -x_i\}} l_i^- - \sum_{\{a_j|y_j < -x_j\}} l_j^- \right| ,
\]

where \( l_i^- \) is the distance between \( a_i \) and \( y = -x \).

\[
l_i^- = \sqrt{\left(x_i + \frac{y_i - x_i}{2}\right)^2 + \left(y_i - \frac{y_i - x_i}{2}\right)^2}.
\]

Thus, the black-box optimization problem mentioned above is to maximize

\[
\max O = L^+ - L^-
\]

with respect to the domains of the parameters in the evacuation decision model.

In the case of the result shown in section 3.3, the value of \( O \) was 42.43.

Figure 8 shows the histogram of the values of \( \bar{O} \) for 1000 simulations for random parameters of the evacuation decision model. \( \bar{O} \) is the mean of the value of \( O \)s for 100 simulations with a given set of parameters. The range of \( \bar{O} \) is \(-54.06 \leq \bar{O} \leq 17.37 \). Figure 8 illustrates that \( \bar{O} \) is negative in most cases; only 6% have a positive \( \bar{O} \). The result described in section 3.3, which necessarily has a positive \( O \), is not easily obtained by the evacuation decision model; a careful choice of parameter values is required to reproduce the diagonal spatial pattern.

4.1 Black-box Optimization

We conducted black-box optimization to search for parameters that can reproduce the diagonal spatial pattern. We employed simulated annealing as a search algorithm and the mean of 100 simulation samples (\( \bar{O} \)) as the objective function in the search. Therefore, the objective function was evaluated every 100 simulations. We conducted the search 20 times with different initial points and 1000 iterations each.
Table 1: Top 5 results of black-box optimization.

<table>
<thead>
<tr>
<th>ε</th>
<th>δ</th>
<th>α</th>
<th>d</th>
<th>ω</th>
<th>∆r</th>
<th>N</th>
<th>g</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.2</td>
<td>0.1</td>
<td>10</td>
<td>20</td>
<td>5.0</td>
<td>15</td>
<td>0.4</td>
<td>28.95</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7</td>
<td>0.4</td>
<td>10</td>
<td>20</td>
<td>2.0</td>
<td>1</td>
<td>1.5</td>
<td>27.76</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1</td>
<td>0.8</td>
<td>8</td>
<td>20</td>
<td>5.0</td>
<td>2</td>
<td>1.4</td>
<td>26.64</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>9</td>
<td>20</td>
<td>2.5</td>
<td>7</td>
<td>1.4</td>
<td>26.23</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>0.2</td>
<td>10</td>
<td>20</td>
<td>1.5</td>
<td>20</td>
<td>0.2</td>
<td>26.22</td>
</tr>
</tbody>
</table>

4.2 Multiple Regression Analysis

We investigated the statistical significance of each parameter against the objective value ($\bar{O}$) using multiple regression analysis. To conduct regression analysis, we randomly chose 100 samples from 1000 samples, from the results of simulations with random parameters, as shown in Fig. 8. The result of the analysis ($P < 0.001$) is given in Table 2. The top row shows the coefficients of the parameters and the bottom row shows the corresponding P-values.

Table 2: Result of multiple regression analysis.

<table>
<thead>
<tr>
<th></th>
<th>ε</th>
<th>δ</th>
<th>α</th>
<th>d</th>
<th>ω</th>
<th>∆r</th>
<th>N</th>
<th>g</th>
<th>Coef</th>
<th>P-val</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coef</td>
<td>7.68</td>
<td>3.21</td>
<td>1.42</td>
<td>1.30</td>
<td>-0.06</td>
<td>1.18</td>
<td>0.01</td>
<td>0.06</td>
<td>0.36</td>
<td>0.00</td>
</tr>
<tr>
<td>P-val</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.18</td>
<td>0.05</td>
<td>0.00</td>
<td>0.05</td>
<td>0.35</td>
<td>0.81</td>
<td>0.50</td>
</tr>
</tbody>
</table>

The result reveals that $d$ and $\omega$ are statistically significant ($P < 0.001$), implying that the vicinity of an agent affects the simulation results significantly. Furthermore, $\epsilon$ is also statistically significant ($P < 0.01$). Note that we randomly chose 100 samples from 1000 from Fig. 8 to avoid the decrease in P-value owing to the large size of the data.

4.3 Sensitivity Analysis

We conducted a sensitivity analysis for parameters $d$ and $\omega$ to examine the effects of these parameters on the simulation results by varying $d$ from 0 to 10 and $\omega$ from 0 to 360. We conducted 100 simulations for each combination of $d$ and $\omega$. The coordinates of all agents that remained at the end of the simulation were recorded; these coordinates were represented as a heat map of the result of the analysis.

Figure 9 shows the heat maps of the results of the simulations for each combination of parameters. The rows in the figure show the values of $d$ and the columns show the values of $\omega$. Each cell depicts the positions of the remaining agents at the end of the simulations. Dark colors show the high-frequency positions and light colors show low-frequency positions. Figure 9 illustrates that most combinations of parameters lead to spatial patterns that are dissimilar to the one in the video clip. Only a few cells at the upper left in the figure show a diagonal spatial pattern. The red square frames in the figure refer to the combinations of $d$ and $\omega$ with $\bar{O} > 10$. This reveals that only parameters with $d \geq 8$ and $\omega = 20$ will lead to the occurrence of diagonal spatial patterns. This result is in good agreement with the result in section 4.1.

Furthermore, we conducted a sensitivity analysis for $\epsilon$, another significant parameter discussed in section 4.2, which is the transition probability of $X=1$ to $X=0$. We conducted 100 simulations with $\epsilon$ varying from 0.1 to 1.0. The values of $d$ and $\omega$ were fixed to 10 and 20, respectively, during the analysis. The
Figure 10: Results of sensitivity analysis for $\varepsilon$. Y-axis depicts the values of $O$. Results are presented as a box-and-whisker diagram in Fig. 10. The x-axis represents $\varepsilon$ and the y-axis represents $O$. The figure illustrates that the value of $\varepsilon$ does not affect simulation results much as long as the values of $d$ and $\omega$ are within a certain range, implying that the transition probability of intentional behaviors ($X = 1$) to herd behaviors ($X = 0$) is unrelated to the occurrence of a diagonal spatial pattern.

5 DISCUSSION

Section 3.3 showed that simulations with more realistic settings (simulation B) can reproduce the diagonal spatial pattern, similar to simulation A, of an evacuee’s choice between fleeing and dropping observed in the video clip captured during the Great East Japan Earthquake. However, this is only true for limited ranges of parameters.

Analysis in section 4.2 revealed that $d$ and $\omega$ are statistically significant; the occurrence of a diagonal spatial pattern is affected by these two parameters. Black-box optimization in section 4.1 explored the values of these parameters that will result in a diagonal spatial pattern, which were $d \geq 8$ and $\omega = 20$. The sensitivity analysis in section 4.3 illustrated that diagonal spatial patterns are scarcely observed outside the specified ranges of these two parameters. A diagonal spatial pattern was not obtained using the parameter settings employed in simulation A, i.e., $d = 5$ and $\omega = 120$.

Both $d$ and $\omega$ are related to the definition of the vicinity of an agent. The vicinity of an agent is assumed to have a fan-like shape with a length of $d$ and angle of $\omega$ degrees in the direction in which the agent is headed. The red fan shape in Fig 5 illustrates the vicinity ($d = 10$ and $\omega = 20$) of the red agent on the upper left in the figure. This definition of vicinity can be considered to be narrow and lengthy because the size of the space is only $15 \times 15$ units. In the evacuation decision model, the herd behavior of an agent is affected by other agents within his/her vicinity; therefore, the vicinity of an agent can be considered as the field of vision or the range of attention of the agent. The analysis in section 4 leads to the following hypothesis.

Tunnel Vision Hypothesis. During evacuations, the attention of evacuees is narrowed to a range of 20 degrees with a relatively long distance.

This fact, i.e., the attention of evacuees focused on a very narrow and lengthy range in the direction of travel during an event of a major disaster such as the Great East Japan Earthquake, may have important implications for understanding human evacuation behaviors. The evacuation decision model is a constructive model and only generates sufficient conditions; different model assumptions may lead to different results. For example, the assumption that an agent selects between fleeing and dropping based on the distance from the exit individually will lead to the functional field of view of an evacuee being independent of the evacuation decisions; our study does not rule out the possibility of such a theory. Because, in our study, random selection does not produce any bias in the spatial pattern of agents, herd behaviors embedded in the evacuation decision model can be considered a crucial assumption in deriving the tunnel vision hypothesis. Although the tunnel vision hypothesis is merely a sufficient condition, the generation of such a hypothesis has some significance because collecting data in real evacuation situations is difficult, much less the exploration of internal models of evacuees’ perceptions.

6 RELATED WORKS AND GENERAL DISCUSSION

Mackworth introduced the concept of the functional field of view (FFOV) as the area around the fixation point from which information is briefly stored and read out during a visual task (Mackworth, 1965). The FFOV narrows to prevent mental overload in the case of excessive cognitive demands in visual tasks; Mackworth called this phenomenon tunnel vision. Stressful, emotional, or unsafe events cause a narrower FFOV and inhibit the memory of peripherals, which is also known as weapon focus effect. Loftus et al. (1987) showed that memory related to a weapon and details of the hand holding it is im-
proved at the expense of the memory of the face and objects in peripheral vision (Loftus et al., 1987). Similar results, i.e., emotional arousal improves memory for central information but undermines memory of peripheral information, were reported by several researchers; however, the concept of central information was somewhat ambiguous (Christianson and Loftus, 1987; Christianson, 1992). Burke et al. (1992) discriminated central information into episode centrality and spatial centrality and revealed that emotional arousal prevents only the memory of spatially peripheral information (Burke et al., 1992). Harada et al. (2020) also reported that both unusualness and unsafety play a role in impairing the FFOV (Harada et al., 2020).

The narrowing of the FFOV in everyday lives was studied within the context of driving. Miura (1986) measured the FFOV of drivers during driving and found that the FFOV narrowed as traffic congestion increased (Miura, 1986). Recarte and Nunes (2003) investigated the effects of mental workload tasks on visual-detection and discrimination tests during driving (Recarte and Nunes, 2003). Mental tasks resulted spatial gaze concentration and visual-detection impairment by assigning attentional resources to the mental tasks rather than employing tunnel vision.

These studies reveal that stressful, unusual, and unsafe situations lead to tunnel vision, i.e., narrowing of the FFOV; this implies that tunnel vision may occur under evacuation situations because evacuations lead to all of these factors. However, studies have not focused much on tunnel vision under evacuation conditions. The study of human vision during evacuations has mainly been investigated under two contexts: identification of evacuation signs (Nilsson et al., 2009; Galea et al., 2014; Li et al., 2017; Ding et al., 2020; Bae et al., 2020) and evacuation behaviors under limited visibility conditions (Latané and Darley, 1968; Nilsson and Johansson, 2009; Li et al., 2019). Several researchers conducted experiments using eye-tracking devices to investigate the direction in which evacuees were looking during evacuations (Li et al., 2017; Ding et al., 2020; Bae et al., 2020). Although these works do not focus on the FFOV of evacuees, the devices may be useful to reveal the FFOV and tunnel vision effects during evacuations.

Numerous evacuation simulations consider the field of view of evacuees in their models; yet, effects of tunnel vision of evacuees during evacuations have barely been considered seriously. These simulations employ the cellular automaton-based model (Yue et al., 2010; Xu and Huang, 2012; Li et al., 2019) and the social force model (Ma et al., 2017; Yuan et al., 2017; Zhou et al., 2018). All of these assume the visibility of an agent based on distance; this implies that the visual field of the agent is a simple circle. Filippidis et al. (2006) introduced the concept of visibility catchment area (VCA), which is the physical visibility range of an evacuation sign (Filippidis et al., 2006). They also assumed that an agent could recognize the evacuation sign in the VCA based on the probability obtained by the relative angle between the location of the sign and the traveling vector of the agent. These probabilities were arbitrarily selected and unchanged during simulations.

Empirical studies on human evacuation behaviors through interviews, surveys, or laboratory experiments have limitations owing to the difficulty in obtaining objective data because the mental stress and distress under real evacuations are difficult to be reproduced. Constructive studies like simulations and modeling might be beneficial if employed in conjunction with empirical results; however, the results of constructive approaches only lead to sufficient conditions. The hypothesis we generated in this study, which is that the range of attention of evacuees narrows to an angle of 20 degrees in the traveling vector direction, may have been difficult to be obtained through empirical approaches.

Studies on tunnel vision and weapon focus effect reveal that the FFOV narrows under stressful or unusual situations. These results are likely to support our hypothesis because evacuation situations are considered to be stressful, unusual, and unsafe. Studies on evacuation behaviors with narrowed visual fields have not been conducted extensively; thus, the effect of these behaviors in evacuation situations is unknown. It will be beneficial to unveil human evacuation behaviors with a narrowed FFOV because this may alter evacuation plans and designs, which may lead to reduction in the number of casualties. Our hypothesis regarding which circumstances of evacuations will narrow the FFOV of evacuees is yet to be validated. Empirical studies to validate our hypothesis will also be valuable and desirable.

7 CONCLUSION

Through simulations using the evacuation decision model, unique evacuation behaviors of the distance from exits affecting the choice between fleeing and dropping actions have been reproduced. We conducted simulations with the same model but with more realistic configurations and revealed that unique evacuation behaviors could be reproduced in our settings for limited parameter ranges. The analysis showed that two parameters related to the vicinity of
an agent are significant; the unique behaviors could be reproduced only for certain values of these parameters. Our research leads to the hypothesis that the FFOV of evacuees is narrowed to an angle of 20° with a relatively long distance. As this hypothesis may alter the development and design of previously accepted evacuation protocols, the validation and application of the hypothesis to the real environment would be desirable; however, these are left for future works.
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APPENDIX

Table 3 shows the results of the parameter searches using black-box simulation in descending order of $O$.

<table>
<thead>
<tr>
<th>$e$</th>
<th>$\delta$</th>
<th>$\alpha$</th>
<th>$d$</th>
<th>$\omega$</th>
<th>$\Delta r$</th>
<th>$N$</th>
<th>$g$</th>
<th>$O$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.2</td>
<td>0.1</td>
<td>10</td>
<td>20</td>
<td>5.0</td>
<td>15</td>
<td>0.4</td>
<td>28.95</td>
</tr>
<tr>
<td>0.1</td>
<td>0.7</td>
<td>0.4</td>
<td>10</td>
<td>20</td>
<td>2.0</td>
<td>1</td>
<td>1.5</td>
<td>27.76</td>
</tr>
<tr>
<td>0.1</td>
<td>1.1</td>
<td>0.8</td>
<td>8</td>
<td>20</td>
<td>5.0</td>
<td>2</td>
<td>1.4</td>
<td>26.64</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
<td>9</td>
<td>20</td>
<td>2.5</td>
<td>7</td>
<td>1.4</td>
<td>26.23</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>0.2</td>
<td>10</td>
<td>20</td>
<td>1.5</td>
<td>20</td>
<td>0.2</td>
<td>26.22</td>
</tr>
<tr>
<td>0.2</td>
<td>1.9</td>
<td>1.9</td>
<td>10</td>
<td>10</td>
<td>1.5</td>
<td>6</td>
<td>1.3</td>
<td>25.96</td>
</tr>
<tr>
<td>0.3</td>
<td>1.8</td>
<td>0.9</td>
<td>6</td>
<td>20</td>
<td>4.5</td>
<td>19</td>
<td>0.3</td>
<td>23.43</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>0.7</td>
<td>10</td>
<td>10</td>
<td>4.5</td>
<td>13</td>
<td>1.6</td>
<td>22.27</td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>1.4</td>
<td>7</td>
<td>10</td>
<td>5.0</td>
<td>4</td>
<td>1.9</td>
<td>22.16</td>
</tr>
<tr>
<td>0.1</td>
<td>1.2</td>
<td>0.9</td>
<td>7</td>
<td>20</td>
<td>4.0</td>
<td>2</td>
<td>1.1</td>
<td>22.04</td>
</tr>
<tr>
<td>0.3</td>
<td>1.9</td>
<td>0.7</td>
<td>6</td>
<td>20</td>
<td>3.0</td>
<td>15</td>
<td>1.1</td>
<td>22.01</td>
</tr>
<tr>
<td>0.7</td>
<td>0.3</td>
<td>0.7</td>
<td>10</td>
<td>20</td>
<td>2.5</td>
<td>2</td>
<td>1.4</td>
<td>21.96</td>
</tr>
<tr>
<td>0.4</td>
<td>0.7</td>
<td>0.0</td>
<td>6</td>
<td>20</td>
<td>1.5</td>
<td>4</td>
<td>1.0</td>
<td>21.92</td>
</tr>
<tr>
<td>0.7</td>
<td>0.5</td>
<td>1.2</td>
<td>3</td>
<td>70</td>
<td>3.5</td>
<td>16</td>
<td>1.0</td>
<td>15.76</td>
</tr>
<tr>
<td>1.0</td>
<td>1.7</td>
<td>1.6</td>
<td>3</td>
<td>70</td>
<td>3.0</td>
<td>1</td>
<td>1.4</td>
<td>15.59</td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>0.2</td>
<td>3</td>
<td>80</td>
<td>1.0</td>
<td>7</td>
<td>0.4</td>
<td>12.91</td>
</tr>
<tr>
<td>0.6</td>
<td>1.6</td>
<td>1.2</td>
<td>3</td>
<td>70</td>
<td>3.5</td>
<td>1</td>
<td>0.5</td>
<td>12.87</td>
</tr>
<tr>
<td>0.8</td>
<td>1.8</td>
<td>1.4</td>
<td>3</td>
<td>70</td>
<td>3.0</td>
<td>1</td>
<td>0.1</td>
<td>12.03</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>1.8</td>
<td>4</td>
<td>360</td>
<td>4.0</td>
<td>11</td>
<td>0.4</td>
<td>5.95</td>
</tr>
<tr>
<td>0.4</td>
<td>1.7</td>
<td>0.0</td>
<td>5</td>
<td>330</td>
<td>2.0</td>
<td>10</td>
<td>0.8</td>
<td>6.88</td>
</tr>
</tbody>
</table>


