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Abstract: We propose a novel multi-scale Siamese architecture to perform person re-identification using deep learning. The scenario considered in this work is similar to that found in movie/concert halls, where persons enter in a queue one-by-one through the entry gates and leave in a similar way through the exit gates. Effectiveness of Siamese network based re-identification is evident from the recent research work in this domain. Here, we focus on improving the accuracy of the existing re-identification techniques by introducing different dilation rates in the convolution layers of the Siamese network, thereby enabling capturing of detailed visual features. We also introduce a silhouette part-based analysis to preserve the spatial relationships among the different silhouette segments at a high resolution. The proposed Siamese network model has been fine-tuned through cross-validation and the pre-trained network has been made available for further comparison. Rigorous evaluation of our approach against varying training parameters, as well as comparison with state-of-the-art methods over four popularly used data sets, namely, CUHK\_01, CUHK\_03, Market1501, and VIPeR, verify its effectiveness.

1 INTRODUCTION

Tracking persons in videos or sequence of image frames is very important in terms of surveillance, security and multimedia applications. The continuous recording of videos from a camera network yields a large amount of data, and monitoring of this high volume of data by trained persons is laborious and prone to manual-error. Thus, there is an urgent need for the development of an automated re-identification system that can track individuals robustly against varying illumination conditions, walking poses, etc. An effective re-identification system can be potentially deployed in public zones such as movie/concert halls or some meeting place. Cameras positioned at the entry and exit gates of such places can be used to track subjects seamlessly and understand their activities. The importance of surveillance cameras has been revealed in a past study (Ashby, 2017) where it is mentioned that CCTV footage videos have helped in resolving 65\% of all the criminal cases recorded by British Transport Police between years 2011 and 2015. Since the past two decades, researchers of the computer vision community are developing various techniques to automate the process of tracking and monitoring activity of persons in videos. Among these, person re-identification deals with associating images of the same person across multiple camera views (overlapping/non-overlapping). Before the commencement of deep learning, researchers used to derive handcrafted features from images/videos for small-scale evaluation. However, improved surveillance systems and camera networks, as well as availability of deep learning tools and techniques in the recent years have significantly benefited research on person re-identification.

The re-identification scenario considered in this work is shown schematically in Figure 1. With reference to the figure, two cameras are positioned at the
entry and exit gates of a surveillance zone. Subjects enter into the zone through the entry gate and assemble inside the hall. As each person enters into the zone, their video gets recorded by the entry gate camera, and a gallery set is formed from the videos corresponding to all the subjects who enter the zone. Scenarios like this are commonly found in movie/concert halls, or meeting places. On completion of the meeting, subjects leave the surveillance zone one-by-one through the exit gate, during which their videos get recorded by the exit gate camera. Since, the order in which the individuals enter may not be the same as the order in which they exit the zone, there is a need for re-identifying a person as he/she approaches the exit gate camera from among the gallery set already captured by the entry gate camera. Establishing correspondence between individuals in the two camera fields-of-view through re-identification can help in performing a number of other high-level computer vision tasks such as activity monitoring, gait recognition, etc. The important contributions to the paper can be summarized as follows:

- Developing a new architecture for person re-identification based on Siamese network that computes multi-scale features to capture intrinsic details of input images at a higher resolution.
- Carrying out silhouette part-based analysis by segmenting each of the two input images into three parts, and performing SMSNet based feature comparison which helps in preserving the contextual information or spatial relationship among the different silhouette regions at a higher resolution.
- Carrying out extensive experimental evaluation to verify the effectiveness and superiority in performance of our network over state-of-the-art techniques.

The rest of the paper is organized as follows. In Section 2, we discuss about the research trend in person re-identification approaches starting from the early non-deep learning-based to the modern deep learning-based methods. Next, in Section 3, we discuss about the overall framework and network configuration of the proposed SMSNet in detail. Data set description, experiment protocols and detailed evaluation of the proposed work are presented in Section 5. Conclusions and future scopes are finally highlighted in Section 6.

2 RELATED WORK

In this section, we will discuss the research trend on person re-identification with a major focus on the recently developed methods.

2.1 Early Approaches for Person Re-Identification

Most of the early attempts to solve person re-identification are passive approaches, i.e., approaches without any supervised or unsupervised feature learning mechanism. These techniques deal with extraction of handcrafted features from silhouette images followed by comparison using standard distance metrics ((Bazzani et al., 2010), (Bazzani et al., 2013), (Forsén, 2007)). Few examples of re-identification methods based on hand-crafted features include (Li and Wang, 2013) which computes Gabor features from images, or the color histogram-based techniques discussed in (Koestinger et al., 2012) and (Xiong et al., 2014).

The approach described in (Kang et al., 2004) used color Gaussian model to count the edge pixels in an image and polar bins have been used to generate the feature descriptor from the same image. Later these polar bins are used to find the best match by comparing the most similar feature descriptors. A color histogram clustering based person re-identification approach is described in (Sivic et al., 2006) in which the color information is quantized into a 16-bit histogram, and next clustering of these quantized features is carried out. A part-based model using HS color histograms was explored in (Bedagkar-Gala and Shah, 2011), in which HS color histograms of stable body parts such as torso, left arm, right arm and legs. A HOG (Histogram Oriented Gradient) based body part detector is used to detect these body parts. The reported results from most passive re-identification approaches are not accurate enough due to use of simple features and distance metrics. Introduction to deep learning has paved the way for the development of more effective techniques for person re-identification, which are discussed in the following sub-section.

2.2 Deep Learning-based Approaches

In this sub-section we will discuss about the two broad categories of deep learning approaches for person re-identification in the literature, namely (a) Classification models ((Wu et al., 2016), (Ma et al., 2012), (Wu et al., 2017), (Xiao et al., 2016), (Su et al., 2017), (Li et al., 2017)) in which a probe subject is compared against a large gallery of subjects, and (b) Siamese models ((Yi et al., 2014), (Ahmed et al., 2015), (Ding et al., 2015), (Zhang et al., 2015), (Cheng et al., 2016),(Su et al., 2016)) in which at a time two silhou-
ettes are compared to test whether they belong to the same class or not. A generalized model for person re-identification has been proposed in (Song et al., 2019) in which the model is trained on a particular domain, but the trained model can be conveniently used to perform re-identification on a different data set without any model update.

Classification Models. Since labeling across multiple non-overlapping views in surveillance videos consumes up a considerable amount of time, in (Meng et al., 2019), a weakly supervised learning scheme has been developed to match a target person with an untrimmed gallery video without the requirement of annotating individuals in the video frames during the training phase. A feature fusion-based re-identification technique has been proposed in (Ma et al., 2012) in which deep features computed from a Convolutional Neural Network (CNN) are fused with hand-crafted features extracted by ELF descriptor (Tian et al., 2014) at the penultimate layer, following which a soft-max layer does the classification by minimizing the cross-entropy loss. In another work (Xiao et al., 2016), Xiao et al. proposed a CNN model, in which network pruning is done by observing the contribution of each neuron towards optimizing the loss function. Also, the standard dropout mechanism is replaced by a deterministic domain-guided dropout in which least important neurons are discarded to reduce the computational complexity. In (Li et al., 2017), a multi-scale context aware network is employed which is trained on full body as well as smaller body parts. This network also uses convolutions at different scales to enable capturing of large spatial information without incorporating redundant information in an efficient manner.

Siamese Architecture-based Models. The shallow Siamese architecture was proposed for the first time in (Bromley et al., 1994) for signature matching way back in 1994. In a basic sense, a Siamese network consists of two or more similar sub-networks, that takes as input individual feature vectors at the input layer of each sub-network and compare the features generated at the final layer to obtain a similarity score. Post 2014, several re-identification approaches were developed that extend the Siamese network to a deeper architecture. Some of these are highlighted next. The re-identification approach proposed in (Yi et al., 2014) jointly handles both feature learning as well as metric learning, and has been seen to perform robustly against high variations in illumination and other factors. A pair-wise Siamese deep learning architecture has been proposed in (Ahmed et al., 2015) in which the final layer is used to calculate cross-input neighborhood differences to capture intrinsic relations from the mid-layer features. Finally, a patch summary layer is used to extract the high-level summary features from the output layer.

The architecture proposed in (Ding et al., 2015) is a triplet Siamese network that generates a large number of triplet pairs from a given data set. It uses L2 distance metric to train a model that learns a hyperspace to maximize the separation between the matched pairs and mismatched pairs present in the gallery set. A multi-channel part-based convolutional neural network (CNN) model is introduced in (Cheng et al., 2016) that learns features from both full-body and local body parts. The model proposed is trained upon an improved triplet loss function that pushes features from different identities further while simultaneously pulling features from similar identities closer. In (Varior et al., 2016), a Siamese long short term memory (LSTM) architecture has been proposed to develop a relationship between features of sequential images. In (Subramaniam et al., 2016), another Siamese architecture based model (X-Corr) is introduced to learn the similarity features between two input images by applying normalized correlation. Recently, in (Guo and Cheung, 2018) authors fused two different networks called Convolution Similarity Network (CSN) and Spatial Transformer Networks (STN) to learn and combine the visual similarities at the different levels of the network. Human tracking for identity retrieval have got significant attention in recent years. In (Munjal et al., 2019) a query based person re-identification approach has been introduced where person detection and re-identification works jointly. A query-guided Siamese squeeze-and-excitation network (QSSE-Net) introduced that uses query and gallery images as a global context.

Existing Siamese based person re-identification approaches have shown significant effectiveness in learning features from a rigid body. However, none of these focus on learning the multi-scale features from input images. It may be noted that multi-scale features are important for establishing higher-order relationship between the input pairs. To address this problem of multi-scale feature extraction using Siamese network, we propose a novel architecture namely the Siamese Multi-scale Network (SMSNet) to learn and compare between multi-scaled features corresponding to a pair of inputs, and evaluate its effectiveness for different large scale person re-identification data sets.
3 PROPOSED WORK

In this section, we discuss the individual steps of our proposed approach in detail including the network architecture, training algorithm and the final classification step in the different sub-sections.

3.1 Multi-Scale Siamese Architecture

An insight view of the proposed Siamese Multi-scale Network (SMSNet) model is given in Figure 2.

Table 1 presents the detailed network configuration used in the study.

Table 1: Layer specification of each Siamese Multi-scale Network (SMSNet).

<table>
<thead>
<tr>
<th>Layer</th>
<th>kernel</th>
<th>No. of filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv2d_0</td>
<td>3×3</td>
<td>32</td>
</tr>
<tr>
<td>Conv2d_1</td>
<td>3×3</td>
<td>32</td>
</tr>
<tr>
<td>Conv2d_2</td>
<td>3×3</td>
<td>32</td>
</tr>
<tr>
<td>Conv2d_3</td>
<td>3×3</td>
<td>32</td>
</tr>
<tr>
<td>Conv2d_4</td>
<td>3×3</td>
<td>32</td>
</tr>
<tr>
<td>Fully Connected</td>
<td></td>
<td>500</td>
</tr>
</tbody>
</table>

With reference to Figure 2 and Table 1, the first layer of the network consists of two parallel tied convolution layers (Conv2d_0) that accepts two input images of size 60×160, and this is followed by four more convolution layers, each equipped with dilation rates of 1, 2 and 3 (Conv2d_1, Conv2d_2, Conv2d_3, and Conv2d_4). As already explained before, application of dilation in the convolution layers helps in obtaining a multi-scale feature representation that encodes the visual characteristics of an input image at a high resolution. The size of the filters at every convolution layer is 3×3, except for the first layer in which the size is 5×5, and the number of filters used in each layer is the same (i.e., 32). The feature difference layer shown after all the convolution layers is used to compute the cross-input neighborhood difference (Ahmed et al., 2015) between the outputs of the aggregated features extracted from both the branches of the SMSNet. Mathematically, if \( f_i \) and \( g_i \) represent the \( p \)th feature maps at a particular layer corresponding to the two images input to the SMSNet, then, the cross-input neighborhood distance \( \mathcal{K} \) between \( f_i \) and \( g_i \) at each pixel location \( (x, y) \) is computed as follows:

\[
\mathcal{K}(x, y) = f_i(x, y) \ast \mathbb{I}(n, n) - \mathcal{N}[g_i(x, y)],
\]

where, \( n \) is the neighborhood size, \( f_i(x, y) \) is the pixel value of feature map \( f_i \) at location \( (x, y) \), \( \mathbb{I}(n, n) \) denotes a \( n \times n \) matrix of ones, and \( \mathcal{N}[g_i(x, y)] \) denotes a \( n \times n \) neighborhood around pixel \( (x, y) \) of feature map \( g_i \). In the present work, the value of \( n \) has been chosen as 5. Use of the cross-input neighborhood difference is advantageous in the sense that it helps in obtaining the positional differences between the two input features.

3.2 Network Training

We propose dividing each silhouette into multiple segments, and pass each of these segments in parallel through different SMSNet channels. This helps in preserving the spatial relationship among the input features at a high resolution and preserve better contextual information. The above re-identification process is explained clearly using Figure 3. It can be seen from the figure that each of the two input images is segmented into three equal parts, namely, Segment 1, Segment 2, and Segment 3. These three image segments from each image pair are provided as inputs to the three different SMSNets (namely, SMSNet1, SMSNet2, SMSNet3) in a manner as shown in Figure 3. With reference to the figure, SMSNet1 computes the cross-neighborhood distance between the first segments of the two images at its final layer denoted by \( f_{c,1} \), while SMSNet2 and SMSNet3 compute the cross-neighborhood distances between the second and third segments at their final layers denoted by \( f_{c,2} \) and \( f_{c,3} \), respectively. Each of the features in the \( f_{c,1} \), \( f_{c,2} \) and \( f_{c,3} \) layers is 500 dimensional, and provide useful information regarding the dissimilarity between the corresponding segments in the two input images. These features are next concatenated into a single feature vector of dimension 1500, denoted by \( FC \). The \( FC \) layer is now fully connected with a final classification layer with two nodes representing Similar Class and Dissimilar Class, respectively. Training of the complete network is done using Adam optimizer (Kingma and Ba, 2014) by computing the binary cross-entropy loss at the final layer nodes in multiple epochs until convergence.

To train the network, we first prepare a gallery set in the form of positive and negative pairs of images. Positive pairs are formed from the image sequences of the same identity, whereas each negative pair is formed with two different identities. The procedure for sampling the data into positive and negative pairs is explained with an example next. CUHK03 (Li et al., 2014), one of the popular re-identification data sets consists of 13164 images from 1360 subjects. From this data, we randomly sample 1160 person ids (i.e., 90% of total number of subjects) for training and two sets of 100 test ids for testing and validation, respectively. A similar training-test split criterion has also been considered for each of the other data sets used in the study.
Figure 2: Insight view of the proposed Siamese Multi-scale Network (SMSNet) architecture. First layer of convolution is unaffected of dilation parameters. All other layers are dilated with rate 1, 2, 3 and feature aggregation has been done after each convolution layer in form of concatenation. Feature difference is computed after $4^{th}$ convolution layer.

Figure 3: Overall framework of the re-identification approach.

4 DATA SET DESCRIPTION

For experiments, we consider four large scale data sets, namely, VIPeR (Gray et al., 2007), CUHK\_01 (Li et al., 2012), CUHK\_03 (Li et al., 2014) and Market1501 (Zheng et al., 2015).

**VIPeR**: VIPeR stands for Viewpoint Invariant Pedestrian Recognition data set. In this data set, the images of persons are captured from two different camera viewpoints. The complete data set consists of 1264 images from 632 persons, with exactly two images per person from different viewpoints. We use this data for evaluating our network performance only. It has not been used to train the SMSNet model, since it consists of only a few number of samples which is likely to be insufficient to train a deep network accurately.

**CUHK\_01 and CUHK\_03**: Both these data sets are captured by the Chinese University of Hongkong. There is a total of 3884 images from 971 persons in CUHK\_01 whereas in CUHK\_03 13164 images from 1360 persons. There are exactly four images from two different camera views for CUHK\_01, while in CUHK\_03 images are captured from six different cameras, and a single person is observed from two different viewpoints. In CUHK\_01 there are four images per person, but in CUHK\_03 there are five to eight images per person. The CUHK\_03 data is stored in two forms one is ‘labeled’ and another is ‘detected’. In ‘detected’ the bounding box is drawn with a pedestrian detector whereas in ‘labeled’ it is drawn manually.
Market1501. The Market1501 data set is collected in an open environment at Tsinghua University. This data is collected with six overlapping camera views: five with high-resolution and one with low-resolution. In total, there are 32268 images from 1501 individuals captured simultaneously from two different camera views, out of which 12936 images are marked as training images and 19732 images are marked as test images. This data set is quite extensive as well as challenging due to its large size and variability.

It may be noted that, the above-mentioned data sets already provide the silhouette images extracted from video frames. However, during working with video data in real-life scenarios, accurate localization (i.e., estimating the bounding box) of individuals in each video frame has to be carried out. Since, the re-identification scenario considered in this work assumes one person to be present in the camera field-of-view at a time, localizing the moving person in the background can be done effectively using recent techniques such as (Jiang et al., 2019). Even if the bounding box detected around the moving person is not very precise, it would still not affect the re-identification accuracy much, since the proposed algorithm considers the RGB information of the entire bounding box, and does not require segmentation of clean object silhouette from the background. Hence, as long as a major portion of a target subject appears in the estimated bounding box, our approach should be able to work satisfactorily.

5 EXPERIMENTS AND RESULTS

A detailed evaluation of our algorithm as well as performance comparison with state-of-the-art algorithms are presented in this section. All experiments have been performed using Tensorflow (Abadi et al., 2016) on a system having 64 GB RAM, NVIDIA TITAN Xp and NVIDIA RTX-1080Ti GPUs with a total capacity of 34 GB memory capacity.

We train the proposed Siamese Multi-scale Network (SMSNet) model with the l2 regularizer using a learning rate of 0.001. To avoid over-fitting during training the network, a weight decay factor ($\gamma$) of 5e-4 is introduced at each convolution layer. The optimal values of the hyper-parameters, i.e., learning rate ($\eta$) and weight decay ($\gamma$) are determined by carrying out three-fold cross-validation on the training set for different combination of these hyper-parameters, and next choosing the configuration that yields the highest cross-validation accuracy. Corresponding to each data set, namely CUHK_01, CUHK_03 and Market1501, we consider three different combinations of $\eta$ and $\gamma$ namely, $C_1$ (0.01, 2.5e-3), $C_2$ (0.01, 5e-4), $C_3$ (0.03, 5e-4), and for each of these combinations, we perform three-fold cross-validation and observe the effectiveness of learning the training data for five different initialization of the network weights. Figure 4 presents the results of this experiment by means of box and whiskers plot.

In this figure, each box represents the variation of Rank 1 training accuracy for a particular data set and network configuration. From the figure, it can be seen that, the configuration $C_2$ (0.01, 5e-4), in general, works best for all the data sets used in the study. The accuracy values obtained using $C_2$ is significantly better than that obtained from $C_1$ and $C_3$. Hence, these values of $\eta$ and $\gamma$ have been used to report the results for all the future experiments.

Next, we test the robustness of the proposed network (SMSNet) on unknown test data for different initialization of the network weights as well as for the different combinations of training and test sets. Basically, we train the SMSNet five different times, with a different training set, and next evaluate its performance on the same test set. Figure 5 presents the results of this experiment in terms of the box and whiskers plot.

The four boxes in the figure correspond to the range of accuracy obtained for the following data sets: CUHK_01, CUHK_03, Market1501, and VIPeR for the five runs. With reference to the figure it can be observed that, the inter-quartile range (i.e., between 25th to 75th percentile) corresponding to the CUHK_01, CUHK_03 and Market 1501 data sets are 1.5%, 1.7% and 2.6%, respectively which is quite small. The corresponding number for the VIPeR data set is 5% which is slightly larger than the others, and this is be-
cause the network does not get trained properly due to availability of limited training data as already explained in Section 4. The small range of the whiskers in Figure 5 emphasize the robustness of our approach against a wide variety of data sets.

Next, we compare the effectiveness of the proposed approach with respect to other state-of-the-art techniques, namely (Varior et al., 2016),(Guo and Cheung, 2018),(Ahmed et al., 2015),(Subramaniam et al., 2016)) along with two non-Siamese Network based techniques: Deep-Reid (Li et al., 2014), and MuDeep (Qian et al., 2017). Results are shown in Table 2 in terms of Rank 1 accuracy percentage. For this experiment also we use a similar training-test set combination as already discussed in Section 3.2. The first two rows in Table 2 correspond to the two Non-Siamese Network-based approaches while the rest of the rows show the performance of Siamese Network-based approaches developed in the recent past.

With reference to the table, it has been observed that the proposed SMSNet model for person re-identification usually performs better than the state-of-the-art approaches in terms of accuracy. Only in the case of the CUHK_01 data, our approach falls short of the accuracy obtained from (Guo and Cheung, 2018) by a very small percentage of 0.8. However, in all other situations our approach stands out to be the winner. The superior performance of the proposed SMSNet on the VIPeR data set is due to the fact that our model is first trained on an extensive data, namely, CUHK_03 data, and next fine-tuned using the VIPeR data. This prevents the network from getting under-fitted thereby improving its accuracy.

Often instead of finding the best match only, we are interested in observing if the correct class falls within the top few predictions of the model. Cumulative Matching Characteristic (CMC) curves are usually used to study the rank-wise performance improvement of a model with increase in rank. In this curve, the rank value (plotted along horizontal axis) indicates the number of top predictions to be considered for computing the accuracy (plotted along vertical axis). The CMC curves corresponding to the different data sets used in the study, namely CUHK_01, CUHK_03, Market1501 and VIPeR data are presented in Figures 6(a)-(d) respectively up to Rank 10. Once again, it is observed from the CMC curves that our proposed model provides a high accuracy for most rank values for the different data sets. Although the Rank 1 accuracy of our approach on CUHK_01 data was lower than that of (Guo and Cheung, 2018) (as seen in Table 2), from Rank 2 onwards, our approach performs better than (Guo and Cheung, 2018) throughout. In general, the rank-wise accuracy of each of the other competing techniques is considerably lower than our approach for the different rank values. Also, it is observed that our method achieves the 90% accuracy mark at Rank 1 for the VIPeR data, and within Rank 2 for both the CUHK_01 and CUHK_03 data, and within Rank 7 for the Market1501 data. We also observe that the average Rank 5 accuracy of our work is 96.02%, which is better than that of (Guo and Cheung, 2018) (i.e., the approach with the second best performance (85.65%)) by about 10%, which is remarkable. From the above experiments, we can conclude that the proposed SMSNet-based person re-identification performs robustly and more accurately than the state-of-the art techniques.

Table 2: Comparison of Rank 1 accuracy (in %) for 100 test ids of our proposed approach with state-of-the-art techniques.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Rank 1 Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VIPeR</td>
</tr>
<tr>
<td>Non-Siamese based</td>
<td></td>
</tr>
<tr>
<td>Li et al.</td>
<td>56.1</td>
</tr>
<tr>
<td>Qian et al.</td>
<td>44.7</td>
</tr>
<tr>
<td>Siamese based</td>
<td></td>
</tr>
<tr>
<td>Ahmed et al.</td>
<td>35.2</td>
</tr>
<tr>
<td>Subramaniam et al.</td>
<td>68.7</td>
</tr>
<tr>
<td>Varior et al.</td>
<td>68.7</td>
</tr>
<tr>
<td>Guo et al.</td>
<td>50.9</td>
</tr>
<tr>
<td>SCap Net</td>
<td>76.2</td>
</tr>
<tr>
<td>Proposed SMSNet</td>
<td>91.5</td>
</tr>
</tbody>
</table>
6 CONCLUSIONS AND FUTURE WORK

In this work, we have presented a part-based Siamese Multi-scale Network (SMSNet) that is capable of learning multi-scale visual context information due to its dilation architecture which increases the receptive view of the network. It helps in detecting the fine details at higher resolution and also makes the network response more efficient with few parameter tuning. Fusion of features from three parallel SMSNets corresponding to three different body parts has been done for capturing contextual information of the images at a higher resolution. The proposed approach is view-invariant, cost-effective, and can be conveniently integrated with existing surveillance setup in public places such as movie/theater halls, conference venues, and similar places. Extensive evaluation of our algorithm on three large publicly available data sets, namely, CUHK_01, CUHK_03, and Market1501 verify its effectiveness. However, similar to most existing appearance-based re-identification approaches, our approach will work well in situations where persons are expected to wear different colored clothes. Application of the proposed method in school, colleges, or other similar application sites where everyone wears a standard uniform, is not expected to provide reliable results. In such situations, biometric information may be fused with the re-identification algorithm to achieve a better performance. This can be considered as a part of the future work. Other scopes for future work include extending the proposed approach to perform open-set re-identification, multi-person tracking, and straining the network with a different distractor set during training, which is likely to improve the robustness of the model further.
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