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Abstract: The analysis of the Public Procurement Processes (PPP) and the detection of suspicious or corrupt procedures 
is an important topic, especially for improving the process’s transparency and for protecting public financial 
interests. Creating a quality model as a foundation to perform a quality analysis largely depends on the quality 
and volume of data that is analyzed. It is important to find a way to identify anomalies before they occur and 
to prevent any kind of harm that is of public interest. For this reason, we focused our research on an early 
phase of the PPP, the preparation of the tender documentation. During this phase, it is important to collect 
documents, detect and extract quality content from it, and analyze this content for any possible manipulation 
of the PPP’s outcome. Part of the documentation related to defining the rules and restrictions for the PPP is 
usually within a specific section of the documents, often called “technical and professional ability.” In 
previous studies, the authors extracted and processed these sections and used extracted content in order to 
develop a prediction model for indicating fraudulent activities. As the criteria and conditions can also be found 
in other parts of the PPP’s documentation, the idea of this research is to detect additional content and to 
investigate its impact on the outcome of the prediction model. Therefore, our goal was to determine a list of 
relevant terms and to develop a data science model finding and extracting terms in order to improve the 
predictions of suspicious tender. An evaluation was conducted based on an initial prediction model trained 
with the extracted content as additional input parameters. The training results show a significant improvement 
in the output metrics. This study presents a methodology for detecting the content needed to predict suspicious 
procurement procedures, for measuring the relevance of extracted terms, and for storing the most important 
information in a relational structure in a database. 

1 INTRODUCTION 

Public procurement is a complex process that 
significantly affects the quality of life of citizens and 
society in general. A considerable amount of money 
is spent through this process, all to get the goods, 
services, and other things needed for the day-to-day 
operation of the entire public system. As a part of the 
process, public procurement is defined by the Public 
Procurement Act, which presents the conditions and 
steps through which the procedure is conducted 
(European Commission, 2016).  

                                                                                                 
a  https://orcid.org/0000-0002-0987-7090 
b  https://orcid.org/0000-0002-0247-669X 
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For the sake of transparency in the spending of the 
public’s money, this process is of great interest to 
taxpayers. It also raises numerous questions and 
challenges about the detection, prevention, and 
protection of citizens’ financial interests.  

At the EU level, the total amount spent on public 
procurement is 545.4 billion Euros (DG GROW, 
2019). It is also important to mention that the 
European Union is focused on developing tools and 
methods that will bring a greater efficiency to this 
process. For this purpose, systems such as Daisy, 
Pluto, etc., have been made all under the watchful eye 
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of OLAF, which is an EU-level anti-corruption 
agency (OLAF, 2019). On average, corruption 
accounts for about 5% of the total value of public 
procurement (Wensink et al., 2013). Therefore, 
researchers in recent years have been trying to 
understand any anomalies and detect suspicious 
activities. If there is a focus on the very early stages 
of the process, there is a much greater chance to catch 
these anomalies. The public procurement process 
consists of the following phases: planning, budgeting 
and procurement preparation, publishing, gathering 
information and making an evaluation of the tenders, 
and engaging in contract bidding and execution 
(European Commission, 2015). 

 

Figure 1: The PPP phases. 

The procedure for preparing the public 
procurement procedure is, in principle, related to the 
preparation of the procurement documents, which 
contain information about the procurement and the 
required eligibility conditions. In this phase, there is 
therefore an opportunity for manipulation that gives 
certain advantages to privileged competitors. 
Particular sensitive selection criteria and scoring 
methods are outlined in the bidding documentation. 
They can be designed to suit particular vendors or 
service providers and can be formulated so as to 
highlight the weaknesses of another competitor. This 
tender specification information can be used to detect 
procurements that are potentially suspicious (Rabuzin 
& Modrusan, 2019). 

The tender documentation presents a set of 
unstructured documents of various types (pdf, doc, 
docx, ppt, etc.) that use an arbitrarily defined 
structure. However, the contents must include 
information related to the eligible conditions, 
excluding criteria, estimated price, technical and 
professional capacities, and the type of procedure in 
the documentation. Detection models, or prediction 
algorithms, are used to process the textual content. 
Almost all EU member states have increased the 
amount of their total budgets that they spend using the 
public procurement procedures. The increase in 
importance of these processes both for economic 
activity and from the perspective of the business 
potential for suppliers, led to adoption of big data 
techniques and the use of principles in the PPP 
domain (DG GROW, 2019). It should be emphasized 
that when one is creating a data model, a large amount 
of the content comes from clearing away from the 

documents the irrelevant content, and thus reducing 
the amount of data we use in further processing. 

The study of public procurement documentation 
is a specific area in the literature, but so far only one 
article has been identified from this area (Rabuzin & 
Modrusan, 2019), so this paper aims to identify the 
relevant content and to create a model for extracting 
that content from the tender documentation. This 
model can also be applied to the documentation 
downloaded from any public procurement system (we 
used data from Republic of Croatia), e.g., the 
Electronic Public Procurement Classifieds. A  search 
was conducted that extracted sections related to the 
technical and professional capabilities mentioned in 
all of the tender documents. In this case, a new 
question is raised: Are we missing some crucial text 
where other important and suspicious content is 
hidden? To overcome this problem, we demonstrate 
our new approach, which extracts only the text related 
to the special terms defined by PP experts. With this 
approach, we refined what parts of the text would be 
extracted in order to find new important content. 
Moreover, we are trying to emphasize the necessity 
of determining the boundaries of the content to be 
extracted, which is a problem given that the 
documentation is unstructured. This study presents a 
methodology for detecting the relevant content 
needed to predict suspicious procurement procedures 
and to store this information in a structured database. 
As an example of a rule that detected suspicious 
behavior, procurement procedures that ended with 
only one bid were analyzed (Rabuzin & Modrusan, 
2019). 

This paper is structured as follows: section 2 
presents the relevant literature review and is followed 
by a description of the data. Section 3 explains the 
experimental setup. Section 4 shows the data 
preprocessing algorithm, and section 5 explains the 
experimental setup and results. Finally, in section 6 
the conclusions are drawn and future directions for 
research are envisaged. 

2 LITERATURE OVERVIEW 

Detecting quality and essential information is a 
crucial part of the process in any data analysis, 
especially when it comes to complex models. Bearing 
in mind that most procurement documents present 
unstructured data, it is crucial to find mechanisms 
through which this required data can be extracted 
from the text, especially if it is to be an automated 
process. A process in which the data is extracted from 
the document is an aspect of data mining, i.e., the 
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extraction of knowledge from the text, which is often 
used in different domains, especially when it comes 
to extracting information from web content in a large 
database (Dragoni et al., 2016; Yi et al., 2019; 
Tamames & de Lerenzo, 2010; Espejo-Garcia et al., 
2019, Ojokoh et al, 2011; Torres-Moreno, 2014). 
Fissete (2014) looked into extracting information 
from companies’ annual financial reports to find 
examples of corruption in them. Since quality 
information is crucial when creating a predictive 
model, she looked for particular categories of 
information: specific sections, references that link 
text, as well as short and straightforward phrases such 
as the year and company name. The documents in this 
study were structured and contained particular 
sections that could be analyzed, which is not the case 
in our study. 

When looking to detect suspicious procurement 
procedures, a different type of input data is collected 
in the entire procurement process, namely, indicators 
or potential rules that can affect the outcome of a 
prediction model (Fazekas et al., 2016). The best 
results have been obtained through the use of deep 
learning methods for detecting corrupt activities 
(Domingos, 2016; Ferwerda, 2016). It is important to 
emphasize that such research is based on large 
volumes of non-filtered content. In particular, all of 
the information that researchers have been able to 
gather regarding the subject of public procurement is 
used as the input data used in the deep learning model. 
This approach leads to good results because filtering 
the content can lead to the loss of potentially valuable 
information. Nevertheless, the disadvantage of not 
filtering this information is often the problem of 
processing a large amount of data. 

Although very similar, knowledge discovered in 
the domain of web pages is divided into "1) 
generating extraction rules based on the web 
structure, such as the wrapper method; 2) Rule-based 
text analysis of machine-based learning to extract the 
relationship for an entity from an open domain" (Yi 
et al., 2019). Natural language processing (NLP) is a 
method that interprets human language from one 
structure to another and is used in many fields 
(Dragoni et al., 2016; Geetha et al., 2013; Tamames 
& de Lorenzo, 2010). For example, one can extract 
the information and use it to create relational tables 
from a textual description (Geetha et al., 2013). 
Specifically, the idea is to use NLP techniques to 
identify the schema table and its properties so that the 
primary key attributes are identified based on 
adjectives using the preferences of the characteristics, 
rules, and machine learning system. 

Because of its document structure, the analysis of 
legal documents is certainly close to the study of our 
type of documents. Specifically, they contain 
permitted, forbidden, or mandatory data in the context 
of what they regulate. Dragoni et al., using NLP 
techniques, were able to detect these rules by 
combining “linguistic information provided by 
WordNet with syntax-based rule extraction from 
legal texts, and logic-based dependency extraction 
between chunks of such texts.” It is important to 
emphasize that their model uses sample extraction 
using the Standford Parser and Boxer framework and 
that their focus was on detecting the conditions rather 
than the content of interest, which in their case was 
normative text or the text with bullets. Also, it is 
essential to note that these two parsers are based on 
the English language and grammar. What is important 
for us in this paper is precisely the detection of this 
content of interest. As they concluded in their work, 
there is a big difference between handwritten rules 
and automatic rule extraction precisely because 
different words are used for the same rule. Moreover, 
detecting references within the content and detecting 
their relationships are still significant problems. The 
issue of knowledge discovery and its extraction from 
the content is explored in almost all domains, 
especially when there is a large amount of content. 

The growth of data in the area of the Internet of 
Things (IoT) has become a field of interest for 
scientists (Yi et al., 2019). They built a model that 
extracts information about experts from websites that 
contain this information, and they generated an 
analysis and lists with their profiles using long short-
term memory (LSTM) neural nets. Ojokoh et al.  have 
analyzed deep learning architectures to develop an 
end-to-end sequence labeler for phytosanitary 
regulations and have concluded that the best system 
to use is a neural network that utilizes character 
embeddings, bidirectional long short-term memory, 
and Softmax. Hidden Markov Models and 
Conditional Random Fields (CRFS) are the most 
commonly used models in terms of the content 
extraction segment and in terms of neighbor word 
relation analysis (Ojokoh et al., 2011). An important 
segment for data mining is a website’s metadata, 
while in the case of structured documents, one can 
extract all the content one wants. Of course, the 
amount that can be extracted depends on the domain, 
especially in the public procurement segment, where 
areas such as healthcare, agriculture, informatics, or 
services are intertwined. This is a problem for us 
because the rules of extraction and boundaries have 
to be determined in some way. 
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Rabuzin and Modrusan (2019) used machine 
learning algorithms for data extracted from the public 
procurement tender documentation. They extracted 
and searched for document sections related to the 
technical and professional capability in order to detect 
suspicious public procurement tenders. In this article, 
we want to extend their study by finding other defined 
terms and check how extracted, “enriched” content 
can impact the prediction results. 

3 UNDERSTANDING THE DATA 

The tender documentation represents the basis of any 
procurement process. The structure of this kind of 
document includes the quantity of goods, section 
names, eligible conditions, etc. The particular content 
is practically left to the entity to choose, and it is 
challenging to find within these documents the 
content that is relevant. In the procurement process, 
the common name for a set of documents describing 
the quantities, exclusion conditions, aptitude 
requirements, and other relevant content is referred to 
as the tender documents. The structure of the tender 
documentation is not defined by the law. 
Nevertheless, the Regulation on Procurement 
Documents and Offers in Public Procurement 
Procedures in Croatian law defines the information 
that the contracting authority must provide when 
announcing its tender offer (MEEC, 2017).  

According to this regulation, the tender is divided 
into several parts, namely the general part in which 
the description of the subject of the procurement is 
discussed, the section where the deadlines are given 
for the beginning and end of the contract, as well as a 
section with the criteria for selecting an economic 
entity, i.e., the sections that are important for us to 
extract any content of interest. In particular, it is 
important to emphasize that the regulation defines the 
contents that must be included in the tender 
documentation, but not where this information is to 
be located, the name of the sections, its serial number, 
etc. Therefore, this presents a challenge because it is 
difficult to define the boundaries and extract the 
content. The total amount of procurement procedures 
that included the tender documentation was 
approximately 15,000, of which 4096 tenders ended 
with only one bid and 11704 tenders ended with more 
than one, with the average document size being 
200kb. In our previous study, the amount of extracted 
text from all procedures was 21Mb, and now, after 
using our new approach, the size of the extracted text 
for all of the documents was approximately 10 times 
greater in size (213Mb).  

4 DATA PREPROCESING 

In the case of automatic data retrieval, it is possible to 
create various web scraping scripts that automatically 
download the documents contained on the pages. This 
method is difficult to use for the Electronic Public 
Procurement Classifieds of Croatia, from which the 
data was retrieved. In particular, the system does not 
provide the direct links to the documents, but 
generates a link on the flow because the data are in a 
database, and not in a file system. 

Moreover, the system requires additional 
authorization for downloading documents. For this 
reason, business/process owners (Official Gazette) 
are asked for documentation. They gave us files in 
several different types of unstructured documents, 
and we found various documents in .doc, .docx, .pdf, 
.pwt, and .zip formats. Since our goal is to extract the 
content from the documents, it is necessary to convert 
the documents into the desired format and to develop 
a Python script for this activity (Figure 2).  

Specifically, the .docx format is a form of 
structured document and is easy to read in the Python 
programming language, so the documents in the .doc 
type format were converted to docx format using the 
Python pywin32 for Windows extension or the 
win32com library. The documents for all of the 
procurements are stored in one folder, so we created 
a loop that converts each document to docx format 
and immediately deletes the old document since we 
no longer need it. The contents of the .pdf documents 
were extracted directly by the script. 

 

Figure 2: Doc to Docx format type converter. 
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Still, several pdf documents were in an 
unreadable pdf format, namely those from a 
documentation scan and are images stored in pdf, so 
we did not look at these particular documents. Even 
so, there was a small number of such documents, and 
it is possible to use the OCR process to convert the 
images from the file into text content. All zipped 
documents could not be properly sorted, as different 
types of unlabeled documents were contained within 
the zip files. Therefore, it was impossible to detect the 
bidding documents, and they were excluded from 
further processing.  

5 MODELING AND 
EVALUATION 

After converting all the bidding documents to the 
docx format, we started extracting the specific 
content needed for our prediction model. Since the 
documents were unstructured and their format is not 
defined by any law or regulation but depends on the 
choice of the user, it is not possible to automatically 
find and extract exactly the parts or sections that 
relate to technical and professional ability or to any 
eligible conditions. Therefore, the challenge was to 
define the boundaries. Having examined several 
hundred examples of the bidding documents, the 
empirical conclusion was that each of them contained 
a content related to technical and professional ability 
or eligibility criteria, and the number of words 
contained varied from 300 to 10,000 words (and in 
some cases were even more). In addition to extracting 
the entire sections, there was also a challenge in 
finding any content that presents some conditions and 
may affect the outcome of the procurement process, 
rather than being directly related to a particular 
section. 

One approach to solving this problem is to find 
every occurrence of the “technical and professional” 
trigram, but this approach produces very few results, 
especially since there may be conditions within the 
different sections that can significantly affect the 
outcome of the procurement process. Interviews with 
experts in the field of the public procurement process 
revealed that there is a group of words that is very 
important for our study. Compared to the extraction 
of the trigram (technical and professional), the 
number of retrieved contents has increased over three 
times. For this purpose, the following list of terms 
have been identified and searched for from the entire 
corpus: 
 

termList = ['minimum', 'maximum', 'requirement', 
'expertise', 'certificate', 'qualification', 'minimum', 
'highest', 'total', 'evidence', 'technical and expert ', …] 
 

It is important to note that the words are taken in 
such a way that they represent only the root of the 
word, without prefixes and suffixes, so that all 
possibilities are taken into account. For example, due 
to the use of the plural but also the masculine-
feminine gender case in the Croatian language,  to 
search for the word expert, experts, etc., the 
occurrence of the word "expert" was detected to find 
all of these combinations. 

The algorithm goes through each document line 
or paragraph individually (Figure 3). When the 
algorithm finds the required content, it stores it in the 
relational database. When it finds a word, it saves not 
just the entire paragraph but also the next 10 
paragraphs in a row. The reason for this is the fact that 
after detecting a specific term, the further lines of the 
text are interconnected or linked and present a 
descriptive text about the entity that we searched for. 
It’s a similar challenge to what Geetha et al., 2013 has 
when using a model for creating relational tables from 
a textual description. That is the reason why we 
extracted and saved the next ten paragraphs. 

 

Figure 3: Python script for extraction of terms. 

To remove the redundancies in the extracted 
content, every detected term from the observed public 
procurement procedure was compared with the 
already extracted text, and in the case that it already 
existed, it was not saved in the relational database. 
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The whole algorithm was also implemented for 
the pdf type of documents, although in these 
documents the search engine examined the content 
line by line rather than by paragraph, as was the case 
for the .docx document type. To further process the 
data, we also needed information about the procedure 
number or a unique procedure indicator. The title of 
the document contains the publication number and the 
title of the procedure itself. The publication number 
represents the first nine digits of the title, so it was 
extracted and stored in the database together with the 
text. 

The evaluation process for both extracted options 
was taking the entire section with the technical and 
professional content, and taking the content detected 
by the list of terms for which we used machine 
learning algorithms (Rabuzin & Modrusan, 2019): 
naïve Bayes (NB), logistic regression (LR), and the 
support vector machines algorithm (SVM). The 
tender documentation describes the procurement 
description, the technical conditions, the deadlines, 
and the estimated values, as well as other data. As 
such, this documentation presents a large set of 
documents, which in some cases are not adequate for 
testing and this is a reason why we test only the two 
mentioned sets of data. The reasons for using this 
algorithms is that their results overall are easy to 
understand and because they have already been used 
in the field of public fraud detection (Wensink et al., 
2013). For the purpose of preparing the input data, the 
process of tokenization and the technique of 
stemming the word are used. The process for 
preprocessing the data is the same as in our previous 
study (Rabuzin & Modrusan, 2019). 

Table 1: Prediction results. 

Extracted 
option 

Metric 
Logistic 

reg. 
SVM 

Naive 
Bayes 

Section 

Accuracy 0,69 0,69 0,69 
Precision 0,55 0,54 0,59 

Recall 0,31 0,35 0,13 
ROC 0,59 0,60 0,54 

Section  
+ 

Terms 

Accuracy 0,76 0,76 0,73 
Precision 0,60 0,61 0,26 

Recall 0,25 0,27 0,01 
ROC 0,60 0,60 0,50 

The findings are to be measured through four 
metric measurements: accuracy, precision, recall, and 
AUC. The accuracy presents the proportion of the 
accurate classified examples. The precision is the 
ratio of the precisely classified examples in a set of 
positively classified examples, and the recall is 
precisely the  classified examples in the set of all 

correct examples. The area under the receiver 
operating characteristic (ROC) curve, which is called 
the AUC, provides a general evaluation of the model: 
a higher AUC suggests the model can better discern 
between the two classes (Espejo-Garcia, 2019; 
Fissette, 2017; Rabuzin & Modrusan, 2019).  

The results from Table 1 show an improvement in 
all metrics, especially in the part concerning the 
accuracy and precision. Even so, there are lower 
results in case of the recall metrics, and for us it is 
better to have higher results for precision because 
then we have a lower rate of false positives. In 
addition, for the logistic regression we obtained a 
higher ROC, which means that we developed a better 
model. 

6 CONCLUSION AND FURTHER 
RESEARCH 

Data quality is one of the most important features 
about which the outcome of an analysis or model 
development depends. An analysis of the literature 
showed us that scientists have encountered this 
problem for many years, especially after big data 
became a part of everyday life. This analysis found 
evidence for different challenges, especially in terms 
of the detection and extraction of the relevant content. 
A conclusion is that the domain knowledge, which we 
also used in our case, was indispensable for detecting 
the necessary terms and sections that we sought 
within the tender documentation. Numerous applied 
methods have been detected, of which we will 
mention the NLP techniques and deep learning.  

The approaches to the content extraction from 
structured and unstructured document types are 
different. Moreover, it is easier to find content in 
structured document types than in unstructured 
documents. In our case, we had a challenge because 
the content could be found in any part of the 
document structure. We found that in more than 90% 
of the documents, there was a section called 
“technical and professional capability,” but extracting 
it did not mean that we covered all of the essential 
content extraction. Because the procurement 
documentation is not structured, we had to solve this 
challenge by determining the boundaries and through 
the process of retrieving all of the content. Through 
interviews with several important public procurement 
experts, we came up with a list of important 
terms/words that we used to extract content. With this 
approach, the amount of extracted content increased 
by an average of three times. An evaluation was 
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performed on both datasets, and the output metrics of 
the prediction model showed a significant amount of 
improvement in the case of extracting additional 
terms. 

It is very difficult to find new measures and 
metrics that can be used as red flags to enhance the 
detection of suspicious one-bid tenders. Future 
research should further develop and confirm these 
initial findings by analyzing the PP process through 
process mining in order to seek all the connections 
between the events and the one-bid outcome, or to test 
the model on a larger dataset, e.g. on the European 
public procurement portal. 
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