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Recent technological developments are having a significant impact on musical instruments and singing voice
learning. A proof is the number of successful software applications that are being used by aspiring musicians
in their regular practice. These practicing apps offer many useful functionalities to support learning, including
performance assessment technologies that analyze the sound produced by the student while playing, identify-
ing performance errors and giving useful feedback. However, despite the advancements in these sound analysis
technologies, they are still not reliable and effective enough to support the strict requirements of a professional
music education context. In this article we first introduce the topic and context, reviewing some of the work
done in the practice of music assessment, then going over the current state of the art in performance assessment
technologies, and presenting, as a proof of concept, a complete assessment system that we have developed for
supporting guitar exercises. We conclude by identifying the challenges that should be addressed in order to
further advance these assessment technologies and their useful integration into professional learning contexts.

1 INTRODUCTION

Learning to play a musical instrument is a complex
process that requires the acquisition of many inter-
linked skills. An expert musician is able to play with
beautiful tone, intonation, note accuracy, rhythm pre-
cision, clear articulation, dynamic variation, and ex-
pressive inflection (Duke and Byo, 2012). But even
more, a musician is able to execute all of them at the
same time and in the context of music making. These
skills need motor and cognitive capabilities that can
only be acquired with time, practice, and commit-
ment.

Two main contexts within which formal musical
learning takes place are the classroom, through play-
ing and interacting with a teacher, and at home, prac-
ticing alone. There are also informal contexts that
are important for learning, like playing with friends
or listening to music, but we will focus on the basic
formal contexts. In the typical classroom setting, the
teacher defines what the student should practice and
gives feedback on what has been practiced. At home,
the student plays following the teacher’s advice and
develops practicing habits adequate for the goals to
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achieve.

A software application cannot substitute a music
teacher but it can be a complement in the learning
process, especially in supporting the daily practice.
There are many ways in which technologies can com-
plement traditional formal learning and support prac-
tice. In the simplest form, recording and playing back
a performance is available to everyone with a mobile,
and it is a useful way to develop a more analytical lis-
tening perspective. Moreover, just the ability to have
digital scores on a tablet computer and being able to
share and annotate them digitally is quite valuable.
Some software applications support even more spe-
cialized functionalities, like organizing the material
needed for practice, mainly scores; offering music mi-
nus options, thus being able to play along with an au-
dio accompaniment; or guiding the practice in a way
that promotes engagement. In this article we are spe-
cially interested in the technologies that analyze audio
recordings for assessing the student’s playing.

Although performance assessment is only one of
the aspects involved in the teaching of a musical in-
strument, it is a highly acknowledged manner of eval-
uating competence, which not only enables the as-
sessment of student growth, but also the evaluation
of the effectiveness of a learning program. It is cru-
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cial to identify the goals and purposes of assessments
(Wesolowski and Wind, 2019; Pellegrino et al., 2015),
because the design of an appropriate assessment strat-
egy must correspond to its goals. We can talk about
assessment of learning and assessment for learning
(Mantie, 2019; Schneider et al., 2019; Wesolowski,
2014), thus we should differentiate the assessment
metrics to measure competence from the ones to en-
hance learning, and also distinguish whether they are
about improvement or accountability.

Next, we review some considerations and choices
in music performance assessment practices, aiming to
contextualize the scope in which we position the tech-
nological contributions of interest. Then, we go over
the current state of the art in performance assessment
technologies and present a case study of a complete
assessment system that we have developed to support
guitar exercises in an online course. We conclude by
identifying some open research challenges that should
be addressed in order to further advance these assess-
ment technologies.

2 ASSESSMENT PRACTICES

To develop computational methods which can aid stu-
dent learning by providing meaningful feedback, we
must understand what should be borne in mind when
developing assessment strategies, and how choices
pertaining to a strategy affect its usefulness in terms
of learner feedback. As already highlighted in section
1, the purpose and use are key decisions to which the
design of an assessment task must align to (Schneider
etal., 2019). We are interested in performance assess-
ments for instructional purposes. In this section, we
review various considerations in the development of
performance assessment frameworks discussing the
differing detail levels of expected feedback, and how
they could affect subsequent choices of appropriate
evaluation criteria and measurement tools.

2.1 Assessment Frameworks

Performance assessment is typically conducted
through a set of tests, where a test could be defined as
‘the collection and interpretation of data representing
a particular music behaviour using a systematic and
uniform procedure’ (Wesolowski and Wind, 2019).
There is much research discussing frameworks by
which assessment systems should be created (Schnei-
der et al., 2019; Wesolowski, 2012; Wesolowski,
2014). Designers of an assessment strategy should
take the following conceptual decisions: a) what are
the knowledge, skills, and attributes to be assessed;
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b) what is the evidence that will demonstrate them;
and c¢) what tasks will be used to extract such evi-
dence from learners (Schneider et al., 2019). It is
out of our scope as music technologists to make the
decisions on what any of the above 3 points should
entail. Rather, our current research direction aims to
connect the third point back to the first one, i.e., how
does the student’s response to the defined tasks re-
flect their strengths and weaknesses within the knowl-
edge, skills, and attributes that the test was designed
to assess. In other words, how will we measure the
skill levels or the progress of a student using their re-
sponses. Providing useful feedback to students would
be a consequence of accurate documentation of per-
formance measurement of skills.

2.2 Feedback for Instructional Benefit

Evaluations could be conducted with various levels
of detail, ranging from evaluations based on an over-
all impression of the performance, to those based on
more detailed criteria representing technical and ex-
pressivity levels, or to those based on micro-skills
presented, such as adequacy of played notes, rhyth-
mic correctness, appropriateness of dynamic changes,
and quality of articulation (Mazur and f.aguna, 2017).
The appropriateness of one level of detail over another
is very context specific. For example, in music edu-
cation literature, there is a distinction between assess-
ments made for formative purposes from the ones for
summative purposes.

Formative assessments, sometimes described as
assessments for learning, are assessments done with
the intention of supporting a learner’s process of im-
provement (Mantie, 2019). They provide detailed
feedback information, thus are well suited for in-
structional benefit. They can be used to systemati-
cally adjust the instruction for improvement (Schnei-
der et al., 2019; Wesolowski, 2014), and can foster
a student’s self-assessment ability (Schneider et al.,
2019), an important skill to enhance autonomy dur-
ing practice. Summative assessments, or assessments
of learning, are those conducted with the intention of
making evaluative conclusions for reasons other than
learner development (Mantie, 2019). They are com-
monly used for the quantification of learning acquired
over a time period or educational unit. Typical exam-
ples of summative assessments would include audi-
tions, placement tests, large scale assessments, and
graded performances Given their ability to document
the level of student achievement, they can provide in-
formation about the final status of a student’s devel-
opment Evaluations conducted to support formative
assessment practices must be geared towards a higher
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capacity for capturing details. In contrast, evaluations
meant to support summative assessment goals would
provide bigger picture overviews rather than a docu-
mentation of micro-skills.

2.3 Measurement Approach

Developing a measurement approach entails: a) se-
lecting the evaluation criteria and b) choosing the
type of measurement/assessment tool. These choices
are not disconnected from one another, nor from the
aforementioned issues on the purpose of a test and the
required type of feedback.

2.3.1 Evaluation Criteria

Conceptually, the broad content areas (dimensions)
to be assessed are determined, then test items (cri-
teria) representing each of the dimensions are cho-
sen. Hallam and Bautista (2012) outline a list of
skills acquirable when learning an instrument, includ-
ing expected ones such as aural skills, technical skills,
and performance skills to more abstract ones such as
evaluative skills and self regulatory skills. Each of
these skills could be observed through different be-
haviours. For example, the aural skill level of a stu-
dent could manifest in several musical behaviours, in-
cluding a student’s ability to play by ear, and their
sense of rhythmic accuracy (Hallam and Bautista,
2012). Therefore, to measure the aural skill level from
a test, dimensions such as pitch and rhythm would
be relevant. Choosing criteria reflecting these di-
mensions would depend on characteristics of the per-
former (i.e. the capabilities of the instrument) and
the evaluation (i.e. the task and repertoire) (Mazur
and Laguna, 2017), where the research efforts men-
tioned in section 2.1 regarding frameworks for de-
veloping assessments would offer insight. One must
also take into account the effect of criteria choices on
the validity, reliability, and fairness of the assessment
(Wesolowski and Wind, 2019). Practically, this pro-
cess is far from straightforward, and it should be noted
that vague or narrow criteria can result in the mis-
measurement of student learning (Brookhart, 2018).
An approach to addressing difficulty and inherent
subjectivity in determining the dimensions and cri-
teria pertaining to assessment situations is facet fac-
torial analysis, which has been applied for building
measurement scales. Such approaches aim to identify
performance factors that affect music performance as-
sessment. Russel (2010) applies this approach to de-
velop a general guitar rating scale, concluding that
the performance criteria gathered in the study are best
divided into 5 categories, which are: interpretation,
tone, rhythm, technique, and intonation. In general,

works of this type could help in defining evaluation
criteria for assessments.

2.3.2 Measurement Tools

In addition to choosing the evaluation criteria, the
type of measurement tool/instrument for captur-
ing student level within such criteria needs careful
thought and selection. In most sources, the use of
checklists, rating scales, and rubrics is discussed.
Techniques are sometimes combined or used in con-
junction to develop an assessment strategy, as men-
tioned in Pellegrino et al. (2015).

Checklists: are lists of specific characteristics
through which an evaluator can make a dichotomous
decision (yes/no, or absent/present) regarding the ex-
istence of a criterion (Brookhart, 2013). They are suit-
able in cases where learning outcome is demonstra-
ble merely by the absence or presence of objectives
(Wesolowski, 2014), or when we want to communi-
cate requirements to be followed. However, their in-
structional value is limited because of the responses
are not indicative enough of exact student level, or
what should be improved (Brookhart, 2013). There-
fore, they are better suited for summative assessments
(Pellegrino et al., 2015).

Rating Scales: differ from checklists in that they al-
low the indication of degrees to which the evidence
of a particular criterion is displayed, thus capturing
levels of proficiency (Brookhart, 2013; Wesolowski,
2014), so they are more beneficial from a develop-
mental standpoint. Such proficiency degrees could
be captured by frequency ratings or quality ratings
(Brookhart, 2013), where a Likert-type scale could be
appropriate to use. Rating scales are suitable for sum-
mative assessments, and in some cases they could be
used for formative assessment as well. However, rat-
ing scales that capture student responses using qual-
ity ratings do not have a high instructional benefit
because, they give judgement without a description
of the evidence (Brookhart, 2013). However, aug-
menting a classic rating scale with comment sections
would allow the addition of explanations or improve-
ment feedback, making them much more useful from
a formative sense (Pellegrino et al., 2015).

Rubrics: are defined to have two things: “criteria
that express what to look for in the work, and per-
formance level descriptions that describe what instan-
tiations of those criteria look like in work at varying
quality levels, from low to high” (Brookhart, 2018).
Performance level descriptions are what differentiate
rubrics from rating scales or checklists (Brookhart
2013, 2018). In addition, they are what make rubrics
superior to their counterparts in terms of objectivity
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(Wesolowski, 2012), and in their suitability for for-
mative assessment goals (Wesolowski, 2014).

Rubrics can be classified by their generality (gen-
eral or task-specific), and by their grouping of criteria
(holistic or analytic). A general rubric is applicable
to a family of related tasks, whereas a task-specific
rubric is only applicable to a single task, since the pro-
ficiency level descriptions in the latter reflect charac-
teristics that are only relevant in the context of a spe-
cific task (Brookhart, 2018). Analytic rubrics keep
criteria separate, thus allowing feedback to be given
on each alone, and are suitable when different perfor-
mance elements should be measured separately. On
the other hand, holistic rubrics group different cri-
teria, and are suitable when evaluators perceive that
criteria should be considered conjunctively. In holis-
tic rubrics, the performance level descriptions address
the grouped criteria simultaneously, whereby a sin-
gle decision is made for the whole group (Brookhart,
2018; Schneider et al., 2019). Holistic rubrics are
more practical when the focus of assessment is grad-
ing a student’s overall level through a global rating of
the performance rather than providing detailed feed-
back. Therefore, they are suited for summative as-
sessments. Analytic rubrics better support formative
assessments given the granularity of provided infor-
mation.

2.4 Automating Feedback

Despite the plethora of pedagogical implications re-
lating to assessment practices, it certainly is possible
to take positive steps towards assessment automation,
which is the goal of our research. Automatic mea-
surement of student skill regarding a set of criteria is
useful, even if at the moment such criteria are only
applicable for the assessment of simple exercises.
The prior discussion of different feedback forms
used in performance assessments is meant to provide
a framework through which such choices can be po-
sitioned within an automatic assessment system, such
as the one presented in section 4. Moreover, determin-
ing the measurement tools and criteria relevant for an
assessment situation is a guiding factor to choose the
adequate technologies to support the creation of auto-
matic systems. Our focus is on audio-based student
input, and our goal is to create models that can au-
tomatically map a student’s input to the criteria that
we are interested in assessing. Section 3 presents a
technological pipeline for translating audio input into
measurements of student skill level within a set of cri-
teria. It is important to define in signal processing
terms what needs want to be detected from audio as a
representation for such criteria, noting that some cri-
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teria (e.g., pitch accuracy) are more straightforward
than others (e.g., postural errors).

3 ASSESSMENT
TECHNOLOGIES

The assessment of a musical performance requires
the capturing and analysis of the sound produced by
the player. This sound analysis typically involves ex-
tracting the relevant performance characteristics, then
comparing them with a predefined set of criteria, and
finally reporting the assessment results in a way that
is understandable by the player.

Features

Extraction/ Performance

Level Learning

Learning

Teachers'
Performance Level
Assessments

New Students'
Recordings
with Musical Scores

Performance
Level Estimation

Feature
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Figure 1: Proposed pipeline of a music performance assess-
ment system. The top part (dotted line) includes the model
creation part of the process (dataset, feature extraction, level
learning) and the bottom part is the actual assessment of a
recording (recording, feature extraction, level estimation).

Figure 1 shows a block diagram of our proposed as-
sessment process based on audio analysis. This pro-
cess includes two distinct parts: (1) the creation of
the assessment model (top part) and (2) the actual as-
sessment of a player performance (bottom part). The
creation of the assessment model starts with an an-
notated audio collection (Dataset) designed for a spe-
cific type of performance exercise to be assessed, then
it extracts the score-informed audio features relevant
for the chosen task (Feature Extraction/Learning) and
apply a machine learning method (Performance Level
Learning) to capture the correspondences between
audio recordings (Students’ Recordings) and the spec-
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ified assessments (Teachers’ Performance Level As-
sessments). The output of the training part of the pro-
cess is a Criterion Model that captures the character-
istics of a good performance and includes the algo-
rithms to do the audio analysis needed to model the
criteria for different types of Measurement Tools (see
2.3.2). With this model, any new recording of a per-
formance exercise type, New Students’ Recordings,
can be analyzed and assessed. The assessment re-
sults might include a Visualization of the student per-
formance indicating the deviations from the reference
performance as specified in the Dataset, and the Per-
formance Level as predicted from the model.

We have grouped the audio analysis technologies
of relevance to performance assessment according to
the dimension to be evaluated: (1) rhythm, (2) pitch
and chords, and (3) technique and expressivity.

3.1 Rhythm

Onsets, beat and tempo are rhythm related character-
istics of a performance that are relevant in assessment
and than can be studied from audio signals (Gouyon
and Dixon, 2005).

Onset detection has been a basic task in rhythm
analysis. For plucked or percussive instruments, like
guitar, piano, or drums, detection of onsets is rel-
atively easy, but for many other instruments, like
singing voice or bowed strings, the current state of
the art techniques still need improvements. Bock and
Widmer (2013) used a spectral flux based model with
vibrato suppression for non-percussive instruments
(cello, violin, voice). The reported accuracy for cello
and violin are quite good (greater than 80 percent),
however, for singing, the accuracy is quite low (less
than 70 percent).

The current state of the art techniques for beat es-
timation use dynamic bayesian networks (Krebs et al.,
2015) and work quite well for dance music. For the
related task of tempo estimation, convolutional neural
networks using mel-spectrogram as features, have re-
ported the best accuracy for some specific types of
music (Schreiber and Miiller, 2018). As it is typi-
cal with machine learning approaches, the developed
models are limited by the datasets with which they
have been trained.

3.2 Pitch and Chords

Pitch is a basic feature of a musical sound from which
we can study many performance characteristics re-
lated to tuning, intonation, or note accuracy. Pitch
is measured by detecting the fundamental frequency,
but the specific signal processing approach to use is

different depending on the type of signal. For ex-
ample, pYIN (Mauch and Dixon, 2014) is a com-
monly used method in fundamental frequency ex-
traction for monophonic music signals and Melodia
(Salamon et al., 2014) is used for detecting the promi-
nent pitch in polyphonic music fragments. The de-
tection of several simultaneous pitches, i.e. multi-
pitch detection, is much harder, but some useful re-
sults can be obtained with simple polyphonic signals
(Klapuri, 2006). Other common approaches used to
study pitch related characteristics are based on Chro-
magrams (Cho and Bello, 2014) which relate to the
concept of pitch class profiles.

Chord analysis is related to multi-pitch estimation
but the analysis methods used are typically differ-
ent. Pauwels (2019) provides an excellent overview
of chord detection methods and of the existing open
challenges.

3.3 Technique and Expressivity

The analysis of the playing technique or of the expres-
sivity of a performance requires more complex audio
analysis methods. Machine learning methods are use-
ful for capturing the subjectivity that the assessment
of these playing characteristics require.

Technique refers to the control that a player has
on the instrument and thus its study is instrument spe-
cific. The available studies have targeted a small num-
ber of instruments. For guitar, there have been efforts
to extract playing techniques like bend, slide, pull-off
and hammer (Reboursiere et al., 2012). In a study
on bass guitar, AbeBer et. al. (2010) implemented a
feature based approach to distinguish 5 plucking tech-
niques (finger-style, picked, muted, slap-thumb, slap-
pluck) and 5 playing styles (normal, vibrato, bend-
ing, harmonics, dead-note). For flute, signal pro-
cessing techniques were used to detect common mis-
takes in playing, like poor blowing or mis-fingering
(Han, 2014). In another study on violin, support vec-
tor machines were used to identify common mistakes
amongst novice players (Luo et al., 2015). The re-
sults of these studies look promising but more work is
needed in this direction and they need to be adapted
to use case of performance assessment.

The expressivity of a performance can be studied
by analyzing musical characteristics such as dynamic
and timing changes, articulations, or vibrato. Widmer
(1998) applied machine learning to estimate expres-
sion of piano music by analyzing dynamics and tempo
from captured MIDI data of a player piano. Maestre
et.al. (2005) studied the expressivity of saxophone
jazz recordings by extracting audio features like en-
ergy and pitch contour. But musical expression is dif-
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ficult to characterise and not much has been done in
the context of music education.

3.4 Performance Assessment

For assessing a music performance, once we have an-
alyzed the different musical dimensions of a record-
ing, we have to compare the obtained features with
the ones of reference recordings or with predefined
guidelines. Lerch (2019) offers an overview of state
of the art performance analysis technologies, includ-
ing their use in assessment.

Most approaches to performance assessment use
expert knowledge to derive hand-crafted features fol-
lowed by some classification algorithm to predict ex-
pert ratings. Vidwans et al. (2017) predicted ex-
pert ratings on the basis of musicality, note accu-
racy, rhythmic accuracy and tone quality for alto
saxophone recordings, concluding that hand-crafted
features based on expert knowledge did not suf-
fice to predict the ratings. Pitch based features are
commonly used in evaluation tasks. For example,
Schramm et al. (2015) used them for solfege as-
sessment, Molina et al. (2013) for evaluating sung
melodies, and Bozkurt et al. (2017) for evaluating
examinations conducted by Turkish music conserva-
tory. Nakano et al. (2006) used pitch intervals and vi-
brato features to assess singing of unknown melodies.
These approaches provide useful feedback for pitch
or rhythm related characteristics, but they are con-
strained to specific use cases. The limitations of these
methods prompted work on automatic feature learn-
ing to capture audio characteristics that are difficult
to obtain using hand-crafted features (Wu and Lerch,
2018). Pati et al. (2018) applied convolutional and
recurrent neural networks to predict expert ratings for
wind instruments, like Flute, Alto Saxophone and Bb
Clarinet. The results show some promise, however,
they offer limited scope for usage in a real music ed-
ucation context.

To develop actual learning systems, we need soft-
ware implementations of the presented analysis meth-
ods that can work efficiently. Essentia' (Bogdanov
et al., 2013) is an open source library for audio anal-
ysis developed and maintained by our research group
which contains state of the art and robust implemen-
tations of most of the algorithms needed to develop
music performance assessment systems. Using it, we
have been involved in the development of two mu-
sic learning mobile apps which include different per-
formance assessment approaches. Cortosia (Bandiera
et al., 2016) (Romani Picas et al., 2015) focuses on
measuring the tone quality of instrumental playing

Uhttps://essentia.upf.edu/
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and Riyaz® teaches how to sing in the classical In-
dian music traditions, measuring the pitch accuracy
of the users’ singing. Well known commercial appli-
cations developed for supporting musical practice in-
clude Smartmusic® and Yousician* which also include
the type of technologies mentioned here. However,
given the current state of the art, they just use pitch
and rhythm features to analyze the users’ playing.

i Manage Exercises

Teacher  ----- -

Exercise Definition

Interface

Exercise M

« Content
« Visualization Template

|

8y} 0} paubisse s|
100) JUWaINSES|\ Y

. |Recording
7| Interface

J3|puBH JUBWISSaSSY

Measurement Tool Catalogue

)

Student | Measurement Tool [
Feedback™ Feedback

! | Interface

> Criteria models “

(—

LTl integration

Online Course
(LMS)

MusicCritic Server

Figure 2: MusicCritic framework. A teacher defines an ex-
cercise, which is stored in the MusicCritic server, together
with the analysis tools to assess it. A student submits a
recording of an exercise through the Online Course plat-
form, which is uploaded and assessed in MusicCritic server.
The assessment results are sent to the Online Course plat-
form for the student to view them.

4 CASE STUDY

To study the possibilities and challenges of applying
the above mentioned concepts and technologies in a
real educational context, we carried out a case study
in which we developed a complete system for the for-
mative assessment of guitar exercises. The system
is based on Essentia and MusicCritic,’ and was de-
ployed and tested in the MOOC “Guitar for Begin-
ners” by Berklee College of Music.

Six exercises of the online course were chosen.
Three of them are “picking” exercises (single line
playing): an arpeggio exercise, a simple phrase ex-
ercise, and a chromatic scale. The other three are
“strumming” exercises (chord playing): from two to

Zhttps://riyazapp.com/

3https://smartmusic.com/

“https://yousician.com/

Shttp://musiccritic.upf.edu/
Shttps://kadenze.com/courses/guitar-for-beginners/
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eleven chords played as even quarter notes, four beats
per chord.

4.1 MusicCritic Framework

To create the pilot system we used MusicCeritic, a soft-
ware framework that we have developed to facilitate
the assessment of musical exercises in the online ed-
ucation context (Bozkurt et al., 2018). It provides a
way to create and assess tailored exercises, support-
ing personalized rubrics. Using a Web API, Music-
Critic acts as an external music assessment tool via
the Learning Tools Interoperability (LTI) standard,
thus able to communicate with any Learning Manage-
ment System (LMS), for example MOOC platforms.

Figure 2 shows a block diagram of the MusicCritic
framework as it is used in an online education context.
The teacher, through the Exercise Definition Inter-
face, prepares an exercise, which is composed of three
elements: Content, Visualization Template, and Mea-
surement Tool. The exercise’s content is a machine-
readable representation of the exercise’s ideal perfor-
mance. For example, our guitar exercises include in-
formation about pitch, thythm, and tempo, and plan
to include information about technique and dynam-
ics. The visualization template is a music score with
placeholders to be automatically filled with the as-
sessment results (e.g., note heads coloring or marks
on waveform drawing). Finally, the Measurement
Tool is a computational model based on a general
Measurement Tool (section 2.3.2), specifying the fea-
ture extraction procedures and the automatic criteria
estimators to be used. The MusicCritic Server in-
cludes a catalogue of Measurement Tools with var-
ied Criteria Models that have been developed to ana-
lyze and assess different performance characteristics.
The exercise specification is also used to configure
the recording and feedback interfaces for that partic-
ular exercise. The actual assessment starts from the
course site, where the student plays the proposed ex-
ercise (e.g., Figure 3), which is uploaded to the Mus-
icCritic Server. Once the recording is assessed using
the Measurement Tool, the report of the assessment,
performance visualization plus performance level ob-
tained, is sent to the course site for the student view
(e.g., Figure 4).

4.2 Measurement Tool Design

As explained in 2.3.2, a measurement tool is the core
of the assessment process and captures the criteria to
be assessed. To develop it for our case study, we first
studied the course content and made some initial anal-
ysis of the type of playing errors that the students
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o] 00| 06 | | || O
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Take 1

No recordings

Please, use headphones while recording. For this exercise, you will strum each chord above for 1 measure
(one downstroke per beat) each in tempo. Play the chords in open position, using a simple downstroke
pattern (one downstroke per beat) and in order working from left to right, top to bottom (A Major, A Minor, C
Maijor, D Major, D Minor, E Major, E Minor, F Major, G Major). When you press the record button, you will
hear 4 clicks, this is your 4-beat count in. Once the count in has played, you may begin playing.

Figure 3: Recording interface for a strumming exercise.

Rhythm Accuracy

Notes are played closely with the metronome.

Chord Accuracy

Chords are played mostly correctly and well balanced.

Guitar Tuning
Guitar is in tune, intonation is accurate.

Figure 4: Feedback interface of a strumming exercise with
the assessment results, performance visualization plus per-
formance level obtained.

make on the chosen exercises. Then we organized
the playing errors using the assessment dimensions
proposed by Russel (2010): interpretation/musical ef-
fect, tone, technique, rhythm/tempo, and intonation.
Within these dimensions we specified assessment cri-
teria of relevance for the selected exercises. After a
few iterations, and taking into account technical fea-
sibility, we came up with the criteria shown in Tablel.

After evaluating the implementation feasibility,
we selected three criteria to focus on in the ini-
tial prototype: (1) closeness to the metronome, (2)
notes/chords accuracy, and (3) tuning/intonation. We
decided to use a rating scale with 4 levels for each cri-
teria: from 1 (inaccurate, worst) to 4 (accurate, best)
and wrote descriptive explanations for each criterion
level. For example, a student who achieves pitch ac-
curacy level 2 receives an explanation that “Incorrect
or inaccurate notes are sometimes played,” and for
level 3: “Notes are played mostly correctly.”
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Table 1: Criteria used in the assessment of the guitar exer-
cises. In boldface are the criteria selected for automation.

Dimensions Criteria

Rhythm/ closeness to the metronome,

Tempo rhythm pattern correctness

Pitch/ notes/chords accuracy, tun-

intonation ing/intonation

Technique “explosive” attack quality (for
fingerpicking strumming), attack
sharpness and cleanness, legato
quality

Tone guitar tone beauty

Interpretation/ notes/chords loudness stability
Musical
effect

4.3 Dataset

To develop and evaluate our audio analysis methods,
we created a dataset of 233 recordings, including the
6 chosen exercises played by students with different
skill levels, from absolute beginners to conservatory
graduates. To cover diverse contexts we used various
recording setups (hardware, OS, and browser), gui-
tars (acoustic and electric), and amp setups for elec-
tric guitar (clean, overdriven). We involved two guitar
teachers in the manual assessment of each recording,
using 4 evaluation levels for the following criteria:
Rhythm Accuracy (“closeness to the metronome”),
Pitch Accuracy, Guitar Tuning, and Overall Perfor-
mance. We are conscious that this dataset is small,
but it was sufficient for developing our proof of con-
cept.

4.4 Automatic Estimation of Criteria

For each assessment criteria selected, we devised the
appropriate audio feature extraction method and eval-
uated its performance by using the created dataset.
Since the assessment results should be properly ex-
plained in order to improve pedagogical effective-
ness and help to develop trust in the assessment feed-
back (Conati et al., 2018), following Rudin (2019,
May), our system is based on musically meaningful
features, and the machine learning architectures used
obey structural knowledge of the domain.

44.1 Rhythm

To estimate how ‘“closely” a student plays to the
metronome, the system measures the distances be-
tween note/chord onsets and expected metrical po-
sitions. Ideally we should identify and use percep-
tual attack times (Gordon, 1987), but for single guitar
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Figure 5: Histograms of onset deviations from ideal posi-
tion for different performance levels.

notes the difference between onset times and percep-
tual attack times is not large, so we used onset times.
However, a played chord might have multiple onsets
(Freire et al., 2018) and we decided to use as chord
onset position the last onset present, typically the last
picked string.

To properly detect onsets from audio recordings
made on a mobile phone or computer, our method
had to be robust to issues such as: recording con-
ditions, microphone quality, computer latencies, and
interfering sounds. After trying several state of the
art approaches, we decided to use a heuristic ap-
proach which involves a SpectralFlux onset detection
function (Béck and Widmer, 2013), zeroing the out-
put when the finite difference of the smoothed en-
ergy RMS (Schedl et al., 2014) is negative, to filter
out string release sounds and other interfering noises.
The actual onset positions are the peaks of the Spec-
tralFlux function (Bock et al.,, 2012) and we used
a threshold, based on the averaged spectral centroid
(Schedl et al., 2014), to reject string squeak noises.

Results of our approach are shown in Figure 5.
We used our dataset and computed the distance be-
tween measured onsets and metrical positions for
each recording. We show a histogram for each of the
4 labeled performance levels. The distribution of the
deviations for the highest performance level is peaked
near zero and concentrated mostly between -100 and
100 ms. In contrast, for lower performance levels, the
distribution is flatter and has a larger spread.

In order to assess a student’s recording, we mea-
sure the distances between onsets and metrical posi-
tions using the method proposed, showing them in the
assessment visual feedback (Figure 4). Superposed
to the waveform of the audio recording, black verti-
cal bars designate metrical positions and the colored
rectangles show the deviations. Green and yellow
colors correspond to acceptable and tolerable devia-
tions, while the red corresponds to substantial devia-
tions. We predict the student’s performance level for
this particular criterion applying isotonic regression
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(Gupta et al., 2016) to the variance of the sampling
distribution of individual note deviations.

44.2 Pitch

To analyze pitch accuracy of the played notes and
chords, we model NNLS chroma vector probability
distributions for each kind of musical event (i.e., sin-
gle note or chord) based on a chord detection pipeline
(Cho and Bello, 2014).

To make our system robust to changes of dynam-
ics or noise, and to reduce the dimensionality of the
chroma vectors, we model /! -normalized chroma dis-
tribution as a product of two independent distribu-
tions: (1) the ratio of the sum of in-the-chord tone
chromas to sum of out-of-the-chord tone chromas
(“in/out tones ratio”), and (2) renormalized vector of
in-chord tone chromas (“in-chord chromas”). From
the distributions obtained by analyzing the dataset
recordings, we can visualize the pitch accuracies of
the different performance levels in Figure 6. The left-
most picture shows that in/out tones ratio histogram
has a prominent peak for the top performance level
recordings and more flat for lower levels. Simi-
larly, ternary plots (van den Boogaart and Tolosana-
Delgado, 2013) of the joint distribution of in-chord
chromas show a prominent peak for the top perfor-
mance level recordings and bigger spread for record-
ings with lower levels.

For modeling “in/out tones ratio”, we use
Beta distribution; “in-chord chromas” vector is
transformed with additive log-ratio transformation
(van den Boogaart and Tolosana-Delgado, 2013)
and modeled with multivariate Gaussian distribution.
During the training phase, we estimate parameters of
these distributions for each musical event kind using
only the recordings in our dataset having the best as-
signed performance level.

Then during the automatic assessment process, the
posterior probability of a musical event given the ob-
served chroma is used as the measure of pitch ac-
curacy. Probabilities for individual events are used
for the visual feedback as shown in Figure 4. The
color of the note represents pitch accuracy, where
green means high accuracy and red represents wrong
notes or chords. The yellow and shades in-between
represent various non-fatal errors, e.g., unnecessary
strings are slightly ringing during single note picking
or chord strumming, or chord is imbalanced.

The criterion performance level is predicted with
isotonic regression, which uses mean squared log
of individual events probabilities as the independent
variable.

4.4.3 Guitar Tuning

Chroma features give us a semitone resolution, ignor-
ing smaller frequency deviations, thus they are not
adequate for identifying guitar tuning flaws and in-
tonation errors. Our approach for tuning assessment
is based on comparing spectral peaks with equal tem-
perament values. Firstly, we sample from the intervals
between the most prominent spectral peaks in each
analysis frame (Schedl et al., 2014) and then calcu-
late deviations of these intervals to the equal tempera-
ment grid. Figure 7 shows that the histogram of devi-
ations to the equal temperament grid is peaked for top
tuning performance level and square for low perfor-
mance level, thus variance for good tuning is signifi-
cantly lower. For each recording, we take the variance
of these deviations and use it as an input for isotonic
regression to predict tuning quality level.

4.5 Evaluation

To evaluate our assessment approach we employ a
fivefold cross-validation procedure to compare the
predicted assessment values with the human assess-
ments. In Table 2 we show the mean squared differ-
ence between automatically estimated performance
levels and human annotations for the three criteria we
have studied. The differences between human grades
(individual and average) and automatic grades are less
than the difference between human annotators them-
selves. Thus, automatically predicted levels lie in the
same range than human assessments.

However, we have to properly interpret the results.
It might be that the high degree of human subjectiv-
ity is caused by insufficient assessment instructions
or criteria definition; perhaps the element of personal
subjectivity should not be counted at all and a single
consensus grade should be given to each factor for ev-
ery recording. Also, since the final goal of the feed-
back is to develop the students metacognitive skills,
such as the ability to self-learn and being self-critical,
the effectiveness of the system should be evaluated by
measuring the improvement of the students’ skills.

Table 2: Mean squared difference between numeric grades
for Pitch, Rhythm and Tuning performance levels produced
by our automatic system (auto) and two human annotators
(hum. 1 and hum. 2).

Subjects Pitch Rhythm Tuning
auto/hum.1 0.57  0.55 0.38
auto/hum.2 1.02 1.06 0.93
auto/hum. average 0.58  0.79 0.44
hum.1/hum.2 1.33 1.16 1.16
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Figure 6: Distributions of chroma-derived features of major triad chords for different pitch accuracy levels. Leftmost: in/out
tones ratio histograms and their B-distribution approximation. To the right: ternary plots for joint in-chord chroma distribu-

tions.

ood tuning example histogram bad tuning example histogram

variance:0.30
kurtosis:-1.08

variance:0.14
kurtosis:0.97

Density estimation

=50 0 50 -50 0 50
Deviation in cents Deviation in cents

Figure 7: Histograms of inter spectral peaks intervals devia-
tions from equal temperament grid for good tuning and bad
tuning recordings.

S OPEN CHALLENGES

Despite great advances, there are still many chal-
lenges to be addressed before we can claim to have
assessment technologies with a broad educational im-
pact.

A musical concept or process has to be understood
before developing computational methods to study
them. In section 2 we reviewed music performance
assessment practices from which we based our work.
However, the music learning process goes far beyond
performance assessment alone. The results of assess-
ment are an aid to determining the position of the stu-
dent within a wider curriculum or learning plan meant
to teach them competences needed for musicianship.
Learning requires the development of meta-cognitive
(learning to learn) skills, thus the planning, monitor-
ing, and evaluation of learning. We need to under-
stand how these meta-cognitive skills are learned and
how we can help in their acquisition. Also is impor-
tant to present the assessment results to a student in a
way that promotes learning. Further research efforts
should be made to conceptualize the different phases
of music learning (Hallam and Bautista, 2012).

Most music education research has focused on
western classical music, thus leaving out most music
traditions and styles. We need to support our cultural
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diversity and thus promote the learning of the vari-
ety of musics that exists. In the project CompMusic’
(Serra, 2011) we have been working on the analysis of
several non-western music traditions and developing
educational tools for them, but much work remains to
be done.

We have presented advance signal processing and
machine learning techniques capable of analyzing au-
dio signals, but there is still many open problems
when analyzing and characterizing the different di-
mensions and criteria of relevance in a musical per-
formance. Especially difficult is to assess expressivity
and, in general, to assess the more advanced levels of
playing.

In this article we have focused on the analysis
of audio signals, but the study of music can bene-
fit from analysing other relevant and complementary
signals, such as gesture movements or neurophysio-
logical data. Some work has used the analysis of
non-audio signals in the context of music education
(Ramirez et al., 2018) but not much has been done on
integrating different signal modalities into a unified
analysis process of relevance for assessment.

Given the complexity of most musical concepts,
to study them computationally we need to take ad-
vantage of the most advanced Artificial Intelligence
approaches, specially machine learning methods. The
availability of large and well annotated datasets, ade-
quate for all the diverse assessment needs is the sin-
gle most important current limitation. Also, given
the characteristics of music learning, it is fundamental
that the Al models developed be interpretable (Rosé
et al., 2019), thus, that we can understand what they
learn and that the analysis results help in understand-
ing the complexities of a musical performance.

A part from developing adequate technologies to
support music learning tasks, we need to create com-
plete systems that support students in their learn-
ing. We need to include a user-centered perspective

7http://compmusic.upf.edu/
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(Amershi et al., 2014). Each learner requires a dif-
ferent teaching method, thus a system should adapt to
the needs of each individual student and it should in-
clude functionalities and technologies that go beyond
what we have introduced in this article.

6 CONCLUSIONS

In this article we reviewed core topics related to mu-
sic performance assessment while proposing specific
technological solutions. We introduced specific tech-
nologies that we have developed to support the assess-
ment of introductory guitar exercises and presented a
prototype that has been deployed and tested in a real
music education context. This prototype can be ex-
tended to support other musical instruments and can
be adapted to a variety of educational contexts. The
results show the usefulness and potential of our ap-
proach.

In order to further advance in this music education
topic there is a need to involve different disciplines
and expertises, which makes the task quite hard. Mu-
sic Education is already a very multidisciplinary field,
and if we add the technological component it is even
more so. The collaboration between experts of all
the different disciplines is the only way to address the
challenges identified in this article.
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