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Abstract: Relation Extraction is an important sub-task in the field of information extraction. Its goal is to identify entities
from text and extract semantic relationships between entities. However, the current Relationship Extraction
task based on deep learning methods generally have practical problems such as insufficient amount of manually
labeled data, so training under weak supervision has become a big challenge. Distant Supervision is a novel
idea that can automatically annotate a large number of unlabeled data based on a small amount of labeled data.
Based on this idea, this paper proposes a method combining the Piecewise Convolutional Neural Networks
and Attention mechanism for automatically annotating the data of Relation Extraction task. The experiments
proved that the proposed method achieved the highest precision is 76.24% on NYT-FB (New York Times -
Freebase) dataset (top 100 relation categories). The results show that the proposed method performed better
than CNN-based models in most cases.

1 INTRODUCTION

1.1 Background

Relation extraction aims to extract the relation be-
tween entity pairs based on text contents, such as
the employment relation between people and orga-
nizations, affiliation between organizations and insti-
tutions, the geographical relation between a building
and its location, etc.

Neural networks-based relation extraction re-
quires a large amount of training data, but manually
annotating these training data is too time-consuming
and expensive. Most of the existing methods use
public data sets, such as nyt10, semeval-2010 task-
8, ACE2005, etc. Although the training data are an-
notated by professionals, they are still based on a
fixed number of established data, which is not flex-
ible enough, easily making the model oversaturated
and unable to guarantee that the model can achieve
the same good effect in real cases. Therefore, aiming
at the above problems, distant supervision method is
introduced.

In our proposed model, we use Piecewise Con-
volutional Neural Networks (PCNN) with Attention

mechanism and get the precision of 76.24% on NYT-
FB (New York Times - Freebase) dataset (top 100 re-
lation categories), which is higher than conventional
Convolutional Neural Networks with 3.96% improve-
ment. And other results also show that the proposed
method performed better than CNN-based models in
most cases.

1.2 Contribution

Our specific contribution is: we propose a hybrid Dis-
tant Supervision model based on the PCNN and At-
tention mechanism, which only needs a small number
of labeled samples as the basis to realize automatic
annotation of the remaining large amounts of unla-
beled data. The experiments proved that compared
with the conventional methods, our model has a cer-
tain improvement in precision. This provides more
trainable resources for deep learning-based relation
extraction.
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2 RELATED WORK

Faced with a large number of data without labels, su-
pervised relation extraction consumes a large amount
of manpower and appears to be inadequate. There-
fore, distant supervision entity relation extraction
emerges. Mintz et al. (Mintz et al., 2009) first pro-
posed to apply distant supervision to relation extrac-
tion tasks in 2009, which solved the problem of auto-
matic annotation of a large number of unlabeled data
in the open domain by automatically aligning knowl-
edge base with data. There are two main problems
in distant supervision and marking of data: noise and
feature extraction error propagation. The noise prob-
lem is due to the strong hypothesis condition of dis-
tant supervision, which causes the relation of a large
number of data to be wrongly marked so that there is
a large amount of noise in the training data. The prob-
lem of error propagation in feature extraction is that
the conventional feature extraction mainly uses the
general NLP tool to extract the features of the data set,
so a large number of propagation errors will be intro-
duced. As for the problem of false label, the Attention
mechanism proposed by Surdeanu et al. (Surdeanu
et al., 2012) in 2010 and Lin et al. (Lin et al., 2016)
has effectively weakened the influence of distant su-
pervision of false label on extraction performance.

Since the rise of deep learning and its irreplace-
able results, it has become a trend to replace con-
ventional feature engineering with the idea of fea-
ture extraction through deep learning. For example,
the extended CNN model, PCNN+MIL (Zeng et al.,
2015) and LSTM (He et al., 2017) gets the orienta-
tion information of the entity; COTYPE (Ren et al.,
2017) joint extraction of entity and relation informa-
tion; The deep residual network (Huang and Wang,
2017) prevents layer-by-layer accumulation of misla-
beled noise. At present, the research points of distant
supervised entity relation extraction based on deep
learning mainly focus on the noise problem of distant
supervision and error propagation of feature extrac-
tion.

3 METHODOLOGY

Distant Supervision is a common practice in relation
extraction at present, which was first proposed by
Mintz et al. (Mintz et al., 2009) in ACL2009. It is
neither a simple supervision method in the conven-
tional sense nor an unsupervised method, but a tag-
ging method that aligns plain text with Knowledge
Base to reduce the dependence of the model on man-
ual marking data and enhance the model’s adaptabil-

ity across fields. The proposed distant supervision is
based on the following assumptions: If there is a rela-
tion between two entities in the Knowledge Base, the
unstructured sentence containing the two entities can
represent such a relation, and the unstructured sen-
tence can be used as a training positive instance to
train the model.

The specific implementation steps of remote su-
pervision method can be summarized as the following
two points:

1. Extract the relation entity pairs from the knowl-
edge base.

2. Extract sentences containing entity pairs from the
unstructured text as training examples.

However, such methods still have some shortcom-
ings, firstly, some sentences containing specific enti-
ties cannot reflect any relation and are invalid data for
the training set, which inevitably introduces a lot of
noise.

For example, as shown in Figure 1, ‘Charlie Chap-
lin’ and ‘Vevey’ are two related entities with the re-
lation ‘place of death’ in Freebase (Bollacker et al.,
2008). The sentences listed below are training cor-
pus generated through distant supervision, but only
the second sentence describes the expected relation
‘place of death’, the upper sentence is invalid training
corpus, which can be defined as ‘wrong label prob-
lem’.

Secondly, the process of data construction de-
pends on NLP tasks like Named Entity Recognition
(NER), and errors in the intermediate process will
cause error propagation problems. McDonald and
Nivre (McDonald and Nivre, 2007) proposed that the
accuracy of syntactic analysis decreased with the in-
crease of sentence length, while long sentences ac-
counted for a large proportion in the corpus, so the er-
ror accumulation and transmission would greatly re-
duce the task accuracy.

To solve these problems, there are four main meth-
ods :

1. Introduce prior knowledge as the limit in the pro-
cess of constructing data sets;

2. Use the relation between reference and reference
to score data samples with graph model to filter
out sentences with low confidence;

3. Label the test package with multi-example learn-
ing method;

4. The attention mechanism is used to assign differ-
ent weights to sentences with different degrees of
confidence.

In this work, we use Piecewise Convolutional
Neural Networks with the Attention mechanism as the
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Figure 1: A Sample of Distant Supervision. Upper sentence: incorrect instance; lower sentence: correct instance.

model of Distant Supervision for Relation Extraction.
The use of the NLP tool in extracting features in the
classic entity relation extraction task will lead to error
propagation layer by layer and affect the final effect
of relation extraction. PCNN method in deep learn-
ing effectively minimizes the influence of feature ex-
traction error propagation. The method regards the
relation extraction problem as a multi-instance prob-
lem. The training set is composed of multiple pack-
ages, and each package contains multiple instances.
The sample with the highest confidence in each bag
is selected as the positive sample for training, so as
to effectively remove useless samples and reduce data
noise. The details of the PCNN model can be dis-
cussed as follow.

3.1 Conventional Convolutional Neural
Networks

PCNN is a variant of Convolutional Neural Networks
(CNN), so we describe the core of CNN first. CNN
is a type of feed-forward artificial neural networks
which was first developed in the 1980s. Layers of
the networks are formed by a convolution operation
followed by a pooling operation (LeCun et al., 1998;
Kalchbrenner et al., 2014). Since there is a surge of
interest in deep learning recently, CNNs are applied
effectively in various NLP tasks, including relation
extraction.

Due to an input sentence that could not predict
labels for each word in relation extraction, it is es-
sential to utilize all local features and perform this
prediction. The convolution operation is a natural
method of merging all these features when using a
neural network (Collobert et al., 2011). In this step,
the matrix x representing the input relation is fed into
the convolutional layer to extract higher-level fea-
tures. A filter whose window size is w can be rep-
resented as a weight matrix f = [ f1, f2, ..., fw]. The
purpose of this layer is to produce a score sequence

s = [s1,s2, ...,sn−w+1] by obtaining from two matrices
x and f :

si = g(
w−1

∑
j=0

f T
j+1xT

j+i +b) (1)

where g is some non-linear function and b is a bias
term. It could as well replicate this process to increase
the n-gram coverage of the model for various filters
with different window sizes.

After the convolution operation, pooling operation
is applied to combine convolution layers being inde-
pendent of the sentence length such that these lay-
ers can be used in subsequent layers (Collobert et al.,
2011; Zeng et al., 2014). Max pooling operation is
widely applied as it can identify the most important or
relevant features from the score sequence. More for-
mally, for each filter f , its score sequence s is passed
through the max function to obtain a single number:
p f = maxs = maxs1,s2, ...,sn−w+1 which can be seen
as estimating the possible some augmented n-gram of
the hidden class of f appears in the context.

PCNN added segment operation on the basis of
CNN, which is more suitable for Natural Language
Processing tasks. The details of PCNN are shown as
follow sections.

3.2 Piecewise Convolutional Neural
Networks

3.2.1 Data Pre-processing and Sentence
Segmentation

Firstly, the data is encoded by position, according to
the distance from the entity of each word in the sen-
tence. For example, in sentence:

‘In just a decade and a half Jack Ma, a man from
modest beginnings founded and built Alibaba into
one of the world’s largest companies.’
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Figure 2: Architecture of Piecewise Convolutional Neural Networks with input sentence ‘In just a decade and half Jack Ma,
a man from modest beginnings founded and built Alibaba into one of the world’s largest companies’.

Since there are two entities in the sentence, the
sentence produces two encodings of the same length
as the sentence:

pos 1:[−6,−5,−4,−3,−2,−1,0,1,2,3...],
where 0 is the location of the first entity ‘Jack Ma’;

pos 2:[−15,−14,−13, ...,0,1,2,3...], where 0 is
the location of the second entity ‘Alibaba’;

The model then cuts the text data into three seg-
ments at each entity location (position 0), the above
sentences will be divided into:

1. In just a decade and a half Jack Ma.

2. Jack Ma, a man from modest beginnings founded
and built Alibaba.

3. Alibaba into one of the world’s largest compa-
nies.

3.2.2 Convolution

In order to clearly describe the convolution operation,
we first define two matrix convolution operations of
the same dimension. For A,B ∈Rm1×m2 , the convolu-
tion operation between A and B is

A⊗B =
m1

∑
i=1

m2

∑
j=1

ai jbi j (2)

We assume the length of the filter for the convo-
lution is w, and the width of the filter is d, which is
equal to the dimension of the word vector, due to the
smallest unit of the convolution operation is the word.
Then the filter of the model is a two-dimensional ma-
trix W ∈ Rw×d . We define the input sentence S as
S =

{
s1,s2, · · · ,s|s|

}
, in which |s| represent the num-

ber of words in S, si is the vector representation of the

ith word. Then define Si, j = [si : si+1 : ...s j as a matrix
spliced horizontally from si to s j, thus the convolu-
tion operation between the sentence S and the filter
produces a vector c ∈ R|s|−w+1:

c j =W ⊗S j: j+w−1 (3)

In which 1 6 j 6 |S|−w+1.
However, in order to capture more abundant text

features, n(n > 1) filters will be used in the real
world experiment, so the convolution parameter is
an n-dimensional tensor composed by n matrices, the
whole convolution operation can be expressed as:

ci, j =W i⊗S j: j+w−1 (4)

In which 1 6 i 6 n,1 6 j 6 |S| −w + 1. The final
convolution vector is

ci = {ci,1,ci,2, · · · ,ci, |s|−w+1}(1 6 i 6 n) (5)

Figure 2 shows an example of using three different
filters.

3.2.3 Piecewise Max Pooling

Conventional max-pooling divides the text to be pro-
cessed into several small parts of the same size with-
out overlapping. In each small part, only the largest
number of the region is taken, and then the original
structure is retained to output after discarding other
nodes. At first, CNN was widely used in the field
of Computer Vision, however, different from images,
text has different main features under different situa-
tions and tasks. Therefore, the disadvantage of con-
ventional max pooling is that it is difficult to iden-
tify the important information needed in the text, and
dropout might cause the loss of key information.
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In the piecewise max-pooling, we segment the
sentence from the position of entities that needs to
extract the relation, then take the maximum value
max piece n (n is the number of segments) in each
segment, and perform the same operation for all con-
volution vectors. Then the extracted maxima are
spliced into a new vector, and a nonlinear operation
is performed on the vector. Finally, the vector ob-
tained is represented as the feature of the current text
sentence.

3.2.4 Dropout and Softmax Classifier

The conventional neural networks connection mode
is full connection, the connection method of Dropout
algorithm is to randomly set the original input data
(in this paper, the result vector of segmented pooling)
to 0 according to a certain proportion, and only other
elements without 0 are involved in the calculation and
connection.

We assume that only one sample is taken for each
parameter update. The process can be described as
follows: Firstly, set some elements of the input vector
to 0 according to the proportion ρ, and the elements
without 0 are involved in the operation and optimiza-
tion of the classifier; Then the input vector for the sec-
ond sample is accepted, and the training elements are
selected in the same way as random 0 setting until
all samples have learned once. Since only one sam-
ple is entered at a time, the 0 setting is random, so
the network weight parameters are different for each
update. In the process of final prediction, the param-
eters of the whole network are multiplied by 1− ρ,
and the final classifier network parameters can be ob-
tained. The final network parameters of the Dropout
algorithm are composed of the parameters of multiple
modules, which is a process to extract the important
information and remove the useless information, so it
has better generalization ability.

Assume the vector generated by piecewise max-
pooling is c

′
, the way the drop-out algorithm sets its

element to 0 can be represented by Bernoulli distri-
bution, which first used to generate a binary vector
(elements only have 0 or 1) r with dimensions equal
to c

′
:

r ∼ Bernoulli(ρ) (6)

The vector entered into the softmax classifier is de-
noted as:

c′d = c′ · r (7)

The network parameters of the softmax classifier are
defined as W c and the bias vector is bc, then the output
of the network is:

o = f
(
W cc′d +bc

)
(8)

Where f is sigmoid function or tanh function, then
the probability that the current sentence belongs to the
ith category is:

p(i|S) = eoi/
N

∑
j=1

eo j (9)

Where oi represents the ith element of vector o, and N
represents the number of categories.

3.2.5 Objective Function

The parameters to be optimized include two parts:
word vector and network parameters.The word vec-
tor is defined as E, the parameter of convolution op-
eration is Ŵ , and the parameter of classifier is W c,
set θ =

{
E,Ŵ ,W c

}
. For samples of training set

Ω =
{
(S1,y1) ,(S2,y2) , · · · ,

(
S|Ω|,y|Ω|

)}
, in which Si

represents the ith sentence and yi represents its cate-
gory label. |Ω| represents the number of training set
samples, p(yi|Si,θ) represents the probability of clas-
sifying a sentence Si into the relation category yi when
the parameter theta is given. Then the objective func-
tion of optimization is:

L =
|Ω|

∑
i=1

log p(yi|Si,θ)+λθ
2
2 (10)

Where λ is the parameter to the regular term.
Although PCNN has made great progress in dis-

tant supervision relation extraction, it still has the fol-
lowing deficiencies:

First, if there is a relation between two entities,
at least one sentence will express it. According to
this assumption, PCNN only selects the most likely
sentence of each entity pair in the training and pre-
diction, ignoring other meanings of the entity pair in
other sentences, which is difficult to apply in the real-
istic context of polysemy.

Secondly, PCNN regards remote supervision as
a single label task, only selecting the most possible
relation for each entity pair, but in reality, there are
many cases of multiple relations between an entity
pair, e.g.: ‘As Alice’s best friend and husband, Bob
and she lived happily after marriage for more than 50
years’, in the above sentence, entity Alice and entity
Bob have two relations: ‘spouse’ and ‘friend’. There-
fore, Multi-instance and Multi-labeled Relation Ex-
traction can be seen as our future work.

4 EXPERIMENT

We use several models based on Piecewise Convolu-
tional Neural Networks for distant supervision. Since
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PCNN is the improved method of conventional Con-
volutional Neural Networks (CNN), we compared
this 2 methods together to verify the advantages of
PCNN, and use 3 different selectors: Attention, Aver-
age, Maximum respectively to evaluate the precision
value in top 100 categories, top 200 categories and top
300 categories (P@100, P@200, and P@300).

In which the essence of the Attention mechanism
is the process of assigning attention weight to fea-
tures. The function of the Attention mechanism is that
it can learn the hidden states that need to be used and
how the weight of hidden states be allocated. Atten-
tion selectors are suitable for tasks that require grasp-
ing key points or contain keywords. Average refers
to taking the mean as the final value, which is suit-
able for cases where all sentences of information need
to be considered comprehensively. Maximum means
that the maximum value is taken as the final value,
which is applicable to the case with large noise.

For the relation extraction task through this study,
we use the NYT-FB dataset, which is an open dataset
obtained by the Freebase (Bollacker et al., 2008)
repository aligned with the text of the New York
Times. The training data were gotten from the New
York Times in 2005 and 2006, and the test library data
were the Times text in 2007. NYT-FB data set with a
total of 53 kinds of relations, a total of 695,059 data
(the training set contains 522,611 statement, nearly
80% of the sentences in the training data labels for
N/A, test statements set contains 172,448), by com-
bining FreeBase with NYT corpus for entity linking,
relation alignment and other operations for annota-
tion, a widely used relation extraction data set is fi-
nally obtained.

5 RESULT

Table 1, Figure 3 and Figure 4 show the result and
its Precision-Recall curve of Distant Supervision for
Relation Extraction task. From Table 1, we can find
that Piecewise Convolutional Neural Networks with
Attention Mechanism shows the best result with the
precision of 76.24% in the top 100 relation categories
in the NYT dataset and achieves the 71.39% precision
on average. Compare with conventional CNN, PCNN
gets a 3.2% improvement with the Attention mech-
anism, a 2.87% improvement with the Average se-
lector, but a 1.15% decrease with maximum selector.
The slightly decrease mainly due to the Piece-wise
operation cut the whole text into 3 pieces, and Max-
imum selector chooses the max value in each piece,
and get the average in the final calculation. The key
information is weakened according to the piece-wise

Table 1: Results of Distant Supervision for Relation Extrac-
tion task.

Model Range Attention Average Maximum

CNN

P@100 0.7228 0.6931 0.7723
P@200 0.6716 0.6766 0.6866
P@300 0.6512 0.6412 0.6312
Mean 0.6819 0.6703 0.6967

PCNN

P@100 0.7624 0.7426 0.7327
P@200 0.7015 0.6965 0.6816
P@300 0.6777 0.6578 0.6412
Mean 0.7139 0.6990 0.6852

process, and finally get the worse result than conven-
tional CNN. In addition, as the range of test categories
increased from 100 to 300, the accuracy of all models
decreased. This reason is obvious, as the range in-
creased, the uncertainty increased, and eventually, the
accuracy decreased according to the indeterminacy.

Figure 3 compares each selector in CNN and
PCNN, which is intended to compare the differences
between the conventional CNN and the improved
PCNN in the same model, the first figure (CNN and
PCNN with attention mechanism) has the most obvi-
ous effect. PCNN represented by the red line is signif-
icantly higher than CNN represented by the blue line
at first, however, due to the increasing recall rate, the
gap gradually becomes smaller. The comparison of
the middle figure is not as obvious as the first figure,
mainly due to the average selector has the function of
weakening the emphasis, which can narrow the effect
gap caused by the essence of the model to some ex-
tent. Although the third figure shows a contradictive
result, the reason has been discussed in the last para-
graph. However, from a global perspective, the Piece-
wise Convolutional Neural Networks with Attention
mechanism works best in Distant Supervision for Re-
lation Extraction task.

Figure 4 collects the Precision-Recall curves of
all models on one figure, which intends to make the
comparison between each model more intuitive and
obvious. We can learn from the line chart, the red
line represents the PCNN-Attention model accuracy
is better than other models, at the same time CNN-
Maximum model is showed relatively poor results, in
which the precision of the PCNN-Maximum model
improved significantly with the increase of recall.

In our proposed model, we use PCNN with the At-
tention mechanism and get the precision of 76.24%,
which is higher than Convolutional Neural Networks
with 3.96% precision improvement.
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Figure 3: Comparison of CNN and PCNN model in different selectors.

Figure 4: Precision-Recall of All Tested Models.
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6 CONCLUSION

Relation extraction often faces the problem of lacking
a sufficient amount of training data, so effective label
learning under weak supervision becomes extremely
challenging. The Distant Supervision as a novel idea
that can solve the problem of training data annota-
tion missing in the existing relation extraction task to
a certain extent.

In this paper, we proposed a Distant Supervi-
sion method based on Piecewise Convolutional Neu-
ral Networks with Attentional mechanism for auto-
matically annotating unlabeled data on Relation Ex-
traction task, and achieved the highest precision is
76.24% on NYT-FB (New York Times - Freebase)
dataset (top 100 relation categories). The results
proved that our method performed better than CNN-
based models in most cases. This helps with a more
precise deep learning-based Relationship Extraction
task.
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