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Abstract: Nowadays, logic plays an ever-increasing role in modern computer science, in theory as well as in practice. Logic forms the foundation of the symbolic branch of artificial intelligence and from an industrial perspective, logic-based verification technologies are crucial for major hardware and software companies to ensure the correctness of complex computing systems. The concepts of computational logic that are needed for such purposes are often avoided in early stages of computer science curricula. Instead, classical logic education mainly focuses on mathematical aspects of logic depriving students to see the practical relevance of this subject. In this paper we present our experiences with a novel design of a first-semester bachelor logic course attended by about 200 students. Our aim is to interlink both foundations and applications of logic within computer science. We report on our experiences and the feedback we got from the students through an extensive survey we performed at the end of the semester.

1 INTRODUCTION

Recently, J. A. Makowsky and A. Zamansky (Makowsky and Zamansky, 2017) reported on an undesirable, but ubiquitous fact: courses on logic are slowly disappearing from the computer science curriculum at many universities. This has nothing to do with logic being outdated. For example, at the very basic level of computing, there is a close relationship between circuits and Boolean formulas and at a higher abstraction level, Boolean formulas are core concepts in all modeling and programming languages. Because of its rich inference mechanisms, logical formalisms form the basis of the symbolic branch of artificial intelligence (Russell and Norvig, 2010) and the core of modern verification technology relies on automated reasoners that evaluate logical formulas. For decades, the desire and necessity for verified hardware and software has grown in major software and hardware companies (Kaivola et al., 2009; Calcagno et al., 2015; Cook, 2018) driving investments in advancing logical reasoning tools.

While logic remains fundamental and pervasive, its importance is not directly obvious in the way it is classically taught. The classical logic course covers syntax and semantics of various logical languages, proof systems and their properties for proving or refuting logical formulas, and maybe some encoding of combinatorial problems like graph coloring. Exercises are often very abstract and solved with pen and paper. We experienced that from such exercises it is unclear to students what are the practical applications, and often logic is perceived as just another math subject. This teaching approach is in strong contrast to our research, where we develop efficient reasoning software for solving practical problems from AI and verification and where we use the theoretical concepts for proving that our approaches are indeed correct. Hence, it was a question for us to ask if we can integrate the practical, computational aspects of logic into our courses such that our students not only learn the basics of logic but also understand how to apply logic in application-oriented settings. Therefore, we completely redesigned our “Logic” course, a mandatory course in the first semester of the
computer science bachelor of our university. For all kinds of logic we teach, we also give some software tools to the students allowing them to quickly gain some hands-on experiences. We have successfully applied this approach for the last five years. The informal feedback has so far been extremely positive. To capture the feedback in a more structured way, we developed a questionnaire which we distributed among the students participating in the most recent iteration of our course. In this paper, we report on the setup of our course, the questionnaire, and its outcome.

2 RELATED WORK

As early computer systems became larger and more complex, awareness and costs of failures such as the Pentium-FDIV-Bug (Chen et al., 1996; Reid et al., 2016) raised. It is at this point, in the late 1980s and early 1990s when the necessity of verification technology and other logic-based methods was realized and their inclusion within computer science curricula was addressed. Also, during this period we find our early references to literature discussing the addition of logic to computer science curricula.

An important work wrote around this time, “Logic for Computer Science” by Steve Reeves and Michael Clarke (Reeves and Clarke, 1990) highlights some important topics which are considered in our course. Interestingly, as covered in the preface of the second edition, this book was of high demand and a second edition was released 13 years later. However, this work still takes a more classical approach to the subject. The book “Mathematical Logic for Computer Science” by Mordechai Ben-Ari (Ben-Ari, 2012), first released in 1993, has gone through three editions, the last of which, released in 2012, discusses prevalent subjects such as SAT solving and verification techniques, topics discussed in module 1 and 2 of our course. Such topics are discussed in (Huth and Ryan, 2004) as well. The importance of fundamentally logical questions to computer science is ubiquitously stated in Literature. Even earlier work by Jean Gallier (Gallier, 1985) covers the relationship between the theorem-proving methods and topics associated with computer science. By far the most classical work on this subject, to the best of our knowledge, is “the science of computer programming” by David Gries (Gries, 1981) which approaches programming from a logical perspective. For more modern works considering a similar approach to Gries consider “Software Abstractions: Logic, Language, and Analysis” (Jackson, 2012). There have also been a few influential works from this early period discussing approaches to logic education at several universities, its relation to software engineering, and adoption of logic within curricula (Barland et al., 2000; Vardi, 1998; Lethbridge, 2000; Page, 2003; Wing, 2000). Furthermore, the following works (Kaufmann et al., 2000a; Kaufmann et al., 2000b; Reinfels, 1995; Goldson et al., 1993) have provided interesting case studies concerning particular ways of integrating logic within the computer science curriculum. Particularly related to our approach is (Kaufmann et al., 2000a) focusing on the use of the ACL2 theorem prover within the classroom.

Other than these collections of essential topics from logic for computer science, there have also been studies of how certain didactic tools can be used for logic and computer science education. While we do not directly discuss how particular tools ought to be used in the classroom setting, we see further integration and development of the discussed methodologies into future iterations of the course. For example “Signs for logic teaching” (Eysink, 2001) which discusses representations and visualizations for the transfer of knowledge with respect to logic. Metaphorical games used in our course, especially in module 1, can be considered as visual aids in the learning process. The use of “serious games” for computer science education has also been investigated as of recently (Edgington, 2010; Muratet et al., 2009; Lee et al., 2014). Many of these investigations focus on programming or are indirectly related to programming, however, serious games for logic education have also been considered (Hooper, 2017).

Concerning the central topic of this paper, a discussion of our attempt to keep logic in computer science, there is the influential paper by J. A. Makowsky and A. Zamansky “Keeping Logic in the Trivium of Computer Science: A Teaching Perspective” (Makowsky and Zamansky, 2017) which we mentioned already in the introduction. This is not the only work of these authors concerning the difficult task of keeping logic in computer science (Makowsky, 2015; Zamansky and Farchi, 2015; Zamansky and Zohar, 2016). The problem addressed in these cases is how to connect the problems faced by students to the underlying concepts of logic they are presenting.

Also related to our course design is the adaption of proof assistants like COQ (development team, 2019) to make them usable in a classroom setting (Bohne and Kreitz, 2017; Knobelsdorff et al., 2017). While these works focused on introducing and using one specific tool, we present a course setting where we integrate multiple automated reasoning tools for teaching basic concepts of computational logic. Related
in a broader sense, is computer-based logic tutoring software like (Huertas, 2011; Ehle et al., 2017; Leach-Krouse, 2017) that support the training of students.

3 LOGIC IN ACTION

In the computer science curriculum of our university, the course “Logic” is scheduled in the first semester of the bachelor. As a consequence, we are confronted with a very heterogeneous audience of about 200 students including students who had only a one-year computing course at their high school as well as students who attended a five-year technical high school with a special focus on digital engineering and design. By offering a mix of mandatory and optional exercises, we let the students decide themselves how much they want to go into the depth of the topics discussed in our course.

The course consists of 12 lectures and 12 exercise classes. Both lecture and exercise classes are taught by professors of computer science or mathematics. Each lecture is a 90 minutes presentation of new content. After a short break, there is a mini-test, followed by an exercise class of 45 minutes. In the exercise class, the practical exercises covering the content of the same day’s lecture are discussed for putting the theory into practice. Only part of the exercise sheet is solved in class, while the rest is left for practicing at home. The solutions of these exercises are not graded and can be discussed in the online forum of the course that is moderated by the professors.

For organizational reasons, the course is split into three modules: (1) propositional logic, (2) first-order logic, and (3) satisfiability modulo theories (SMT). The first module takes four weeks, the second module takes six weeks and the third module takes two weeks. Each week the students have to take the aforementioned mini-test of 15 minutes. The test is about the content that has been covered in the lecture and exercise class of the previous week. It is closed-book and there are multiple-choice questions as well as free-style assignments. The mini-tests are manually graded by the professors—usually within a day. No mini-test can be repeated or taken at a later point in time. Each mini-test is worth up to 5 points. For passing the course, at least two positive mini-tests (≥ 2.5 points) have to be in the first module, three positive mini-tests have to be in the second module, and one positive mini-test has to be from the third module. Up to four mini-tests can be replaced by a so-called lab exercise. The lab exercises are a kind of homework in which the students have to use logical software tools or solve some programming tasks. In addition to these lab exercises, there are also the weekly challenges, small bonus exercises, which allow the students to earn an extra point for the mini-test of the current week. The weekly challenges typically involve some sort of logical software as well.

One of the main distinguishing features of our course is the early adoption of reasoning technology. With this, the students immediately get an impression of the practical opportunities offered by logic. In the following, we report on three showcases illustrating the tool-based reasoning tasks integrated into our course.

3.1 Playing with SAT & SMT

To get experience in applying solving technology on practical reasoning problems, we ask the students to solve games with the aid of a SAT solver. A popular assignment is the encoding of Sudoku puzzles. The task is to translate the rules of $4 \times 4$-Sudoku into propositional logic. The rules are as follows: Given a $4 \times 4$ grid, each of the small fields must contain exactly one of the numbers $(1, 2, 3, 4)$ such that (1) no number occurs twice in a row, (2) no number occurs twice in a column, and (3) no number occurs twice in the four $2 \times 2$ grid (see figure). We also give the students a Sudoku instance that is not completed yet. The challenge is now to decide if this given Sudoku instance does have a solution. Even for these small sized Sudokus, the question is hard to answer without tool support.

The straight-forward encoding of the Sudoku simply reuses the ideas of graph coloring that was extensively discussed in the lecture before. The fields are represented by the nodes of the graph. The fields that may not contain the same numbers are connected in the graph. Solving the Sudoku then boils down to the question if there is a coloring of the graph using four colors such that no connected nodes have the same color. The formula is of a size such that it still can be generated by hand. However, some students prefer to implement a small script that outputs the encoding. For solving the formula, we developed a front-end for recent SAT solvers that uses an input format students find more natural than the standard input format DIMACS, which is a list of numbers.

The language of propositional logic only provides Boolean variables and connectives. Hence the propositional encoding reduces the Sudoku-solving prob-
3.2 Automatic Checking with RISCAL

RISCAL (RISC Algorithm Language) is a language and associated software system for the formal modeling of mathematical theories and algorithms in first order logic (Schreiner, 2019). In contrast to interactive proof assistants (such as the Theorema system described below), RISCAL requires no assistance, but is able to fully automatically check the validity of theorems and the correctness of algorithms.

RISCAL is an educational software (Schreiner, 2019) in contrast to other software, such as TLA (Cousineau et al., 2012), of similar design, thus motivating our use of the software. As an educational software, its intended use is to give insight into the meaning and purpose of first order logic: a more expressive but also more difficult language than propositional logic (the domain of SAT & SMT); e.g., first order logic is able to describe the complex relationships required in mathematical theories or in the formal specification of computer programs. In particular, RISCAL can quickly demonstrate that an attempted first order logic formalization is (due to errors and omissions) not adequate; this is actually the problem that students (and experts) have to deal with most of the time but that is not well addressed by proof-based tools (the construction of proofs is tedious and the inability to derive such a construction does not necessarily demonstrate that the goal formula is invalid).

RISCAL has already successfully supported courses on the formal specification and verification of computer programs at our university (Schreiner, 2019). In our course it was used as a learning aid during the first half of the module 2. In detail, students were issued three bonus assignments consisting of prepared specification templates in which students had (as demonstrated by corresponding examples) to fill in the missing parts of formalizations; after each step they could apply the RISCAL checking mechanisms to determine whether their entries were adequate. The correctness of submissions could thus be completely self-checked before actually handing them in; teaching assistants mainly verified their plausibility.

RISCAL was distributed in the form of a pre-configured virtual machine to be executed on the students’ own computers; videos were prepared to describe the installation of the use of this software. While we experienced few technical problems, nevertheless some students may have shied away from the use of the software, because of the technical requirements and/or the mode of interaction with it (which required the manipulation of text files). Alternative solutions are being considered for future iterations of the course, such as an (already developed) web-based exercise interface.

3.3 The Theorema Proof Assistant

Theorema is a mathematical assistant system (Buchberger et al., 2016) based on the well-known Software system Mathematica (Inc., ). Theorema is freely available (Buchberger et al., 2016) (GNU GPL); students need Mathematica installed, which is affordable since many universities own a campus-license of Mathematica. Theorema is a Mathematica package, i.e. it just consists of a folder to be copied to the right location. By design, Theorema aims to support the mathematician during all phases of mathematical activity. While this serves as a philosophical goal, the current implementation of Theorema can compute expressions built-up by numbers, tuples, and finite sets and automatically prove statements expressed in Theorema’s version of higher order predicate logic. Computation is a useful tool for checking adequacy of definitions, because checking its behavior on several finite cases can give certainty that the definition as written fits. This is similar in spirit to what RISCAL (Section 3.2) does when checking specifications. However, Theorema was used in our course mainly for its proving capabilities. We consider correct logical argumentation and doing (simple) mathematical proofs an important competence being taught to computer science students. According to our philosophy, a thorough understanding of “mathematical proving” as a (mainly) syntactical process on sets of predicate logic formulas (hypotheses and the proof goal) determined by their syntactical structure helps students doing their own proofs. The goal of using a theorem prover in this setting is not to convince students that certain statements are true. Rather, they should learn from the prover how it proved some theorem. We consider the automated prover as a proof tutor, and students can train as many examples as needed.
The key feature of Theorema is that it generates human-readable proofs using inference rules inspired by natural deduction. It is though not a classical natural deduction calculus as explained in literature and taught in our course because Theorema aims at human-like proofs (in contrast to e.g. a minimal set of inference rules). Theorema was used in the proving section of the “First Order Logic” module. Students were offered three bonus exercises with increasing difficulty, where in each exercise they received a Theorema notebook with a theorem already contained in there. Exercise 1 was quantifier-free, Exercise 2 contained alternating quantifiers, and Exercise 3 needed auxiliary definitions that were also part of the notebook. In all three, it was possible to get an automated proof of the theorem without further configuration of the system. (Note that, in general, a user can fine-tune the prover by switching on/off certain rules and by setting rule priorities.) The bonus exercises were meant as a preparation for the Theorema Lab Exercise, where the task was to first use Theorema to prove a theorem and then prove the theorem with pencil and paper, being of course allowed to use the Theorema-proof as a model.

4 EVALUATION AND RESULTS

In this section, we cover the design of our questionnaire, the evaluation, and the results.

4.1 Questionnaire Design

A typical end-of-semester questionnaire (usually referred to as a course evaluation) is used to evaluate the effectiveness of the lecturer, the overall presentation of the course material, and the evaluation method (grading system) of the students. The center for teaching and learning at UC Berkeley provides an outline of a typical end-of-semester evaluation. Such evaluation forms usually include generic questions such as “The course (or section) provided an appropriate balance between instruction and practice?” which are to be answered by selecting from a discrete scale.

There has been a large number of investigations into various aspects of such evaluation forms, as covered by Nicole Eva (Eva, 2018) and even journals dedicated to the subject (Spooren and Christiaens, 2017) (an interesting paper from such a venue). While design and execution does come into question (McClain et al., 2018) much of the literature is concerned with effectiveness and bias. In our case, the effectiveness of the questionnaire was not of the highest priority because we were not using it for evaluation, rather we want the opinion of the students as to how the overall presentation affected their understanding of the material. As mentioned in (Lee et al., 2018) we wanted to gain an understanding of the student’s conceptual gains and their relationship to the presentation. Thus, our foremost goal was to make the questionnaire engaging enough to get the students to complete it. Towards increasing student engagement we decided to make our questionnaire mostly free-form. As documented in literature, this design choice increased the difficulty of analysis. See Figure 1 for the first two questions of eight questions.

Instead, we asked students to draw curves for understanding vs. time and interest vs. time. Additionally, they were provided the opportunity to mark three points on the curve which were significant to their experience. The macrostructure of the course allows the students to have reference points, i.e. three mostly distinct modules, thus allowing easier evaluation.

The rest of the questions included in the questionnaire concern the inclusion of software within the course and how the software was included in the course. For the past four years, each iteration of the course introduced software as either a bonus exercise or as a part of a lab assignment. Questions 5, 6, and 7 were designed to see if the software and its integration into the course is mature enough to make it an explicit part of the grade, i.e. students may also lose points for not completing assignments using the software. The final question concerns students’ thoughts about an experimental game-based approach to teach propositional satisfiability.

4.2 Evaluating Student Illustrations

Rather than asking students to provide a written description of their experiences we ask them to draw curves depicting their understanding and interest over the course of the semester. Space was left (see Figure 1) for the students to provide a short description of any particularly important parts of the course which influenced their understanding or interest. Coordinate grid provided to the students was divided into three sections, one for each module of the course. Out of the 134 questionnaires handed in, 131 of them had illustrations in the provided charts, roughly ~ 98% of the questionnaires.

We evaluated the curves drawn by students by first placing them into 5 catagories: Constant, Linear, 

\[\text{https://teaching.berkeley.edu/course-evaluations-question-bank}\]

\[\text{For more details see the technical report: https://www3.risc.jku.at/publications/download/risc_5885/Report.pdf.}\]
Parabolic, Saw Tooth, and Other. Furthermore per module, we considered the Slope (either -1.0, or 1), the Maximum (either 0.25, 0.75, or 1), the Minimum (either 0.25, 0.75, or 1), Jump (either yes, no), and Drop (either yes, no).

Using these measures we were able to define the Concavity of the curves, i.e. slope between modules. Note Students where not provide with a discrete scale on the y-axis thus, we had to apply the scale during evaluation. This scale spanned the interval [0, 1] in .25 increments. To denote significant changes in value, we added the Jump and Drop features which state whether a module contains a significant positive change (Jump) or negative change (Drop).  

4.3 Questionnaire Results

Understanding and interest in the course where highly correlated and thus we focus on student illustrations of understanding. The majority of students drew parabolas with a minimum within module 2, i.e. a majority were concave down. The second most common curve type was saw-tooth with a minimum in module 2 with a further drop occurring in module 3. Note module 3 is essentially first-order logic without quantification, i.e. term manipulation rather than explicit proof construction. Overall, the majority of students understood less and were less interested as the course progressed. The significant number of saw-tooth illustrations points to issues with the computational aspect of formal reasoning being difficult for students to grasp. This may be the first time many of the students have seen formal reasoning. Our survey provides preliminary evidence that developing tools and software for these topics would be a worthwhile endeavor. Concerning proof construction, systems have been developed already, using COQ (Knobelsdorff et al., 2017) and Z3 (Ehle et al., 2017). However, to the best of our knowledge, no one has focused on educational tools for the computational aspects of first-order reasoning.

Together, these results account for ~ 66% of the illustrations for understanding. Many students had praise for the portion of module 2 focusing on the application of first-order reasoning to software verification aided by RISCAL. The particularly problematic topic was proof tree construction which invariably required sound application of formal reasoning, i.e. logic without direct application. It is precisely this approach to formal reasoning which resulted in a loss of student interest and understanding.

Many students mentioned that lab sessions and the introduction of software increased their interest in the course, but according to the illustrations this did not necessarily mean they understood more. The software was mainly introduced as part of the weekly challenges, When asked why they completed a weekly challenge, the most common answer was for credits (one of the problems with extra credits (Norcross et al., 1993; Pynes, 2014)). Some students pointed out their desire to increase their understanding. It is not clear if the software inadvertently had some effect on student understanding. This not been investigated.

5 LESSONS LEARNED

Clearly computational logic is an essential part of computational thinking. There is an increased need to equip students of computer science and related fields with the important skill of applying logic to formalize system properties and reason about software and hardware systems. The introduction of our Logic course as a mandatory course in the Bachelor curriculum is the reaction to a request by the applied faculty in our department. The goal was to educate students in such computational aspects of logic. Our own experience in applying formal technology in Industry confirms this view. A fundamental understanding of the algorithms of logical reasoning is also important to efficiently apply logical reasoning tools in practice. It turned out that the main challenge is how to teach these skills, focusing on the practical aspects of logic, ignoring classical more abstract concepts, less important from the computational point of view.

We addressed this challenge by (1) emphasizing concepts most relevant in practical applications of logic, (2) letting the students gain hands-on experience in using automatic and computer-assisted logical reasoning tools, and (3) providing immediate feedback through weekly mini-tests, weekly challenges, and lab exercises. To assess the effect of our measures we presented students with a questionnaire at...
the end of the semester. The results show that the last two measures are very effective. Students appreciate the way we teach logic on concrete problems too.

As expected the more classical part of the lecture was considered the most difficult one. We are trying to make it more accessible in the future. In particular, we already decided to completely remove the discussion of complexity and decidability and rely on later courses in the curriculum to cover these (important) concepts. We are further investigating how to use games or puzzles to introduce quantifiers. Another big concern of the students was the usability of the software. To address this issue we will expand the use of web technology and will work on an app-based approach too. But in general, we got the impression that the course was very well received by the students. It produced low-drop rates compared to other courses without compromising on quality.

For us as teachers, the most striking lessons are as follows. First, even though evident in hindsight, you can teach advanced modern logical reasoning techniques such as SAT and SMT in the first semester. Students seem to like the hands-on experience they get with these topics. Second, automatically checking first-order logic properties on simple programs makes first-order logic much more accessible. Third in an introductory course on Logic, one should remove all the more abstract and philosophical topics of logic and postpone it to later more specialized courses. Fourth, and most unexpected, we learned about the importance of presentation to usability of the introduced tools. What seems simple to us in terms of usability may be a barrier for students, for example, the difficulty of installation, the complexity of the interface, etc.

Finally, we concluded that computational logic is much simpler to understand and teach than programming. In our experience, this applies not only to first-year students of computer science but also to other fields and on all levels of education. As a consequence, we suggest that attempts to spread computational thinking throughout society should not focus on teaching programming skills only. Logic is essential too and at least with the focus on computational logic we propose it is easy to integrate successfully into a technical curriculum.
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