LEDAC: Optimizing the Performance of the Automatic Classification of Legal Documents through the Use of Word Embeddings

Víctor Labrador¹, Álvaro Peiró¹, Ángel Luís Garrido² and Eduardo Mena²

¹InSynergy Consulting S.A., Madrid, Spain
²SID Research Group, IIS Department, University of Zaragoza, Zaragoza, Spain

Keywords: Machine Learning, Word Embeddings, Automatic Classification, Legal Documents, Performance.

Abstract: Nowadays, the number of legal documents processed daily prevents the work from being done manually. One of the most relevant processes is the classification of this kind of documents, not only because of the importance of the task itself, but also since it is the starting point for other important tasks such as data search or information extraction. In spite of technological advances, the task of automatic classification is still performed by specialized staff, which is expensive, time-consuming, and subject to human errors. In the best case it is possible to find systems with statistical approaches whose benefits in terms of efficacy and efficiency are limited. Moreover, the presence of overlapping elements in legal documents, such as stamps or signatures distort the text and hinder these automatic tasks. In this work, we present an approach for performing automatic classification tasks over these legal documents which exploits the semantic properties of word embeddings. We have implemented our approach so that it is simple to address different types of documents with little effort. Experimental results with real data show promising results, greatly increasing the productivity of systems based on other approaches.

1 INTRODUCTION

Nowadays, private and public organizations own extensive amounts of text-based data. Sometimes some type of manual treatment is necessary, so that, in recent years, the need of automated software tools able to analyze and organize all this big amount of information has increased. These types of tools fall within the field of machine learning (ML), the scientific study of algorithms and statistical models that computer systems use to perform a specific task relying on patterns and inference, and without explicit instructions (Bishop, 2006). These methodologies allow computers to develop tasks through learning based on the detection of patterns within large amounts of data used as a sample.

Regarding the task of classifying documents, this is an activity that requires a lot of work if done manually. Its greatest difficulty is the knowledge of the work context and the rules that make a document considered to belong to a certain category. In addition, it is a time-consuming task, especially if the documents are large and the classification conditions are not clear. If we circumscribe to the classification of legal documents (laws, contracts, mortgages, sentences, agreements, etc.) we can observe that language used exhibits a very specific vocabulary and expressions, so it is more difficult to understand. It leads to the need for a very specialized type of staff for proper classification. Moreover, these types of documents can be very long and tedious to read, which further complicates this type of work for a human.

In recent years, the application of automatic classification technologies to address these tasks has eased their realization in administrative and business fields. However, the simple fact of understanding and processing texts in natural language is still a challenge for computers today, with many open problems (Sun et al., 2017).

If we focus on the specific case of automatic processing of legal documents, we find additional difficulties such as the specificity of the vocabulary, the topology of the documents, the particularities of the languages in each region, and the concrete classification needs in each context. As a result, it is very complex to create a system capable of correctly solving particularly specific tasks and also for any use case (van
Noortwijk, 2017). Moreover, this kind of documents contains in many cases a considerable amount of overlapping elements like stamps and signatures, which further hinders its automated treatment. These elements are usually required to prove the authenticity of the document, so they are hardly avoidable.

The purpose of this work is to study and compare the application of new semantic technologies against more traditional approaches in the realization of document classification activities within the legal scope, and check to what extent it can improve efficiency and the effectiveness of the processes. To carry out this investigation in a rigorous way, on the one hand, we propose the implementation of a specialized system that is capable of using semantic technologies and that allows a fine tuning with the goal of knowing which factors are the ones that most influence the achievement of good results. On the other hand, given the specific nature of legal documents, real data sets will be required, an aspect that is usually complicated, since in many cases they are difficult to access private texts for the realization of experiments.

To overcome this difficulty, this work has been carried out jointly with the research team of In-synergy (ISYC)\(^1\), a well-known Spanish company dedicated to technology and innovation. The company has among some of its document management products a tool called AIS\(^2\), which processes large amounts of legal documents to extract information from them (Buey et al., 2016; Buey et al., 2019).

Thanks to the participation of the company, an important set of these legal documents have been used to perform the experiments, both of the training and of the classifications.

As we will show in the following sections, the introduction of these technologies has contributed to improve not only the results, but also the efficiency of both the training and the classification process itself. Despite the fact that the experimental dataset is composed of Spanish legal documents, our approximation is generic enough to be applied to any type of legal documents and regardless of language.

This paper is structured as follows. Section 2 analyzes and describes the state of the art. Section 3 explains the methodology proposed for the automatic classification process. Section 4 show and discusses the preliminary results of our experiments with real legal documents. Finally, Section 5 provides our conclusions and future work.

---

\(^1\)https://www.isyc.com/

\(^2\)AIS stands for Análisis e Interpretación Semántica, which translates into Analysis and Semantic Interpretation.

### 2 RELATED WORK

Text categorisation represents a challenging problem within the field of artificial intelligence and especially for ML communities, due to the growing demand for automatic categorisation systems. Systems that automatically classify text documents into predefined thematic classes, and thereby contextualize information, offer a promising approach to tackle this complexity (Sebastiani, 2002).

Two of the main difficulties regarding document classification are the high dimensionality of text data and the semantic ambiguity of natural language. Traditionally, a dictionary of terms was created with all the words in the corpus, and the document was represented by a vector of words in which each dimension was associated with one of those terms. The value associated to a given term indicates its frequency of occurrence within the corresponding document and within the entire corpus by using the well-known metric TF-IDF (Term Frequency – Inverse Document Frequency) (Salton and Buckley, 1988). Once the document is vectorized by using this metric, there are different types of classifiers that can perform the task. Some examples are Naïve Bayes, Logistic Regression, Support Vector Machines (SVM), or Random Forest (Kowsari et al., 2019).

Although the vector representation of texts by using TF-IDF metric is a simple and commonly used methodology, it has limitations. On the one hand, it maps synonymous words into different components. On the other hand, it considers polysemous words as one single component. Finally, it breaks multi-word expressions into independent features. Therefore, it is essential to embed semantic information and conceptual patterns in order to enhance the prediction capabilities of classification algorithms.

Taking into account the semantics of words to improve the classification of documents has been a recurrent approach. For this purpose, one of the first techniques used was the utilization of linguistic databases such as Wordnet (Scott and Matwin, 1998). The problem is that their approaches only use synonyms and hyponyms, it fails to handle polysemy, and it has difficulties in breaking multi-word concepts into single terms. Other way to address the semantic issue is to use ontologies. An ontology is defined as a formal and explicit specification of a shared conceptualization (Gruber, 1993). Thanks to their expressiveness, they were successfully used to model human knowledge and to implement intelligent systems, including automatic classification of documents (Garrido et al., 2011; Garrido et al., 2012).
Word embeddings (Bengio et al., 2003) is a set of modeling and semantic learning techniques focused on the processing of natural language. The approach has become very popular and spread thanks to the publication of the Word2Vec model, one of the most popular techniques for using word embeddings (Mikolov et al., 2013a). In recent years, the use of word embeddings (Mikolov et al., 2013b) has been widely extended in research thanks to its advantages in terms of efficiency and effectiveness (Altunel and Ganiz, 2018).

Within the scope of legal documents, ML techniques and word embeddings have been applied for example, for information retrieval tasks (Landthaler et al., 2016), or for the automatic production of legal texts (Alschner and Skougarevskiy, 2017). Closer to the scope of our work, we can find (Luo et al., 2017), where the authors propose a neural network framework that can jointly predict the charges on judgement documents of criminal cases using SVM and word embedding. The main difference with respect to our work context is that the work documents have a much smaller size and that they lack the “noise” caused by signatures and stamps. Finally, another related work is (Glaser et al., 2018), in which the portability of ML models with regard to different document types for the legal domain is evaluated. The authors train various classifiers on the tenancy law of the German Civil Code, and finally they conclude that the portability of such models is possible. Limitations of this work are that the number of documents is not very high, and that other current methodologies such as word embeddings have not been taken into account.

3 METHODOLOGY

LEDAC (LEgal Document Automatic Classifier) is the name of the our proposed methodology for performing the automatic classification of legal documents. We have developed an implementation of LEDAC in order to integrate it into the AIS system (Buey et al., 2016) whose mission is the extraction of relevant information in documents of this type.

As shown in Figure 1, LEDAC consists of five main components:

- **Pre-process Unit:** it is responsible for carrying out a process of cleaning and standardization of documents so that the rest of the processes are more effective.
- **Train Data Store:** it is the warehouse of specific data with previously classified documents, that will be used to generate the models.
- **Model Data Store:** it is another information store that in this case saves the trained models for each type of document.
- **Classifier Module:** it is the component that performs the classification using the appropriate model, assigning a category to each document.

The following points describe in detail the system modules and their characteristics.

3.1 Preprocess Module

The main problem of legal documents is their irregular format. Very often they are scanned documents that have passed an OCR process, with a large presence of elements (signatures, stamps, numberings, etc.) that obstruct the readability of the text and add artificial noise, and therefore hinder their automatic classification. That is why one of the main actions prior to the classification process itself is the task of cleaning the documents from noise and homogenizing them, eliminating all the problematic elements, correcting possible errors, recomposing damaged words, and obviating any other irrelevant information for the training. A module specially designed for this purpose will be used, both in the training phase and in the classification phase.

In this module the following tasks are performed:

1. Obtaining the plain text from the original document using an OCR tool.
2. Correction of words that have been damaged in the scanning process. This step deals with correcting words that may appear misspelled or truncated. To recover the original words, LEDAC uses an approach composed of two elements: firstly, a pair of open source spell checkers: Aspell3, and JOrtho4. They have different features and performances, so we have combined them to get better data quality. Secondly, a N-gram based spell checker built specifically for the domain of the documents. The benefits of using this combined approach are two-fold: on the one hand, the general spell checker allows us to leverage all the general purpose techniques that are usually used to perform the corrections; on the other hand, the use of an N-gram based model allows us to adapt them to the particular domain we are tackling exploiting text regularities detected in successfully processed domain documents.

3http://aspell.net/
4http://jortho.sourceforge.net/
3. Elimination of certain parts of the text that are known not to be relevant for training such as page numbers, headings, footers, etc.

4. Cleaning of stopwords, whose semantic load is not especially relevant, such as articles, conjunctions, prepositions, etc.

### 3.2 Train Data Store and Training Module

On the one hand, the Train Data Store is simply a data repository where each Preprocessed document is stored with its classification information. On the other hand, the Training Module is in charge of generating the models, and it consists of three main elements:

1. **Iterator**: Responsible for collecting the documents deposited in the Train Data Store. This iterator goes through the same documents several times, so that at each turn it refines the model.

2. **Tokenizer**: It is the element in charge of breaking up the sequences of strings from the documents into pieces. Tokens can be individual words, phrases or even whole sentences. In the process of tokenization, some characters like punctuation marks are discarded. In our case, the tokens are both words and the aforementioned paragraphs.

3. **Trainer**: Properly responsible for conducting the training to obtain the models, which will finally be stored in the Model Data Store.

The training in order to achieve a model is done with vectors, not with the text, so it is also necessary to transform the text contained in each document from the Train Data Store into vectors. In our proposal, the idea is that LEDAC is able to make continuous distributed vector representations for text fragments of variable length, from a sentence to a large document. These vectors, called Paragraph Vectors, are obtained through an unsupervised learning algorithm that learn sequence representations that are predictive of words inside the sequence or in neighboring sequences (Le and Mikolov, 2014). In paragraph vectors, each paragraph is mapped into a single vector that corresponds to a column in the resulting matrix that is obtained as previously mentioned and each word is also mapped into a single vector. Both the vector of the paragraph and the word vectors are mediated or concatenated in the process of entry.

Regarding the neural network, it is important to note that when it is trained, it is not only done with a single sample, but with many, and each one is called batch. The neural network trains with all these lots. Each time all batches are used once, an epoch is considered. The number of batches influence the results, as will be seen in Section 4. It is also important to note that it is necessary to adjust to what extent the newly learned information cancels the old information, this is commonly known as learning rate. This value decreases over time, so it is necessary to set
a limit so that it does not decrease beyond a fixed value. In addition, the neural network used in LEDAC uses subsampling to improve results. This subsampling is based on the division of data into groups of equal sizes, which have no elements in common, and then transmit only the maximum value of each group. In order to avoid the problem of gradient fading, LEDAC uses the algorithm of Adaptive Gradient (AdaGrad) (Duchi et al., 2011), which has an adaptive learning rate per parameter that improves system performance.

Regarding the training itself, LEDAC uses two possible algorithmic approaches to perform learning: CBOW or SkipGram. CBOW is a simplified representation used with the processing of natural languages where a text is represented as a multiset of words, without taking into account, among others, the word order. SkipGram instead works with a generalization without taking into account, among others, the word where a text is represented as a multiset of words, without taking into account, among others, the word order. SkipGram instead works with a generalization of the N-grams. N-grams are subsequences of n elements of a given text. The N adjacent words are associated with each word.

The fact of having two different learning strategies will allow for better models depending on the type of document. The number of words that define the context window is also an important hyperparameter that LEDAC allows to adjust. Both models generate a vocabulary that, depending on the number of documents, can be very extensive, so during the process the system allows truncation to be performed that favors performance. That is, if this parameter is for example set to 600, the model will be trained with the 600 words most frequently in the corpus. This is very useful for to get rid of words that appear infrequently. It is also possible to define a minimum number of occurrences so that the word is incorporated into the vocabulary. Finally, LEDAC allows to adjust the number of elements of the vectors, which has been seen later that it is also a parameter that can influence the results, but also penalizes the training time if it is too high.

The problem of gradient fading is a difficulty encountered in training artificial neural networks through learning methods based on stochastic gradient descent and back propagation. In such methods, each of the neural network weights receives an update proportional to the partial derivative of the error function with respect to the current weight in each training iteration. The problem is that, in some cases, the gradient will fade to very small values, preventing you from changing the value of your weight effectively, and even preventing the neural network from continuing your training.

### 3.3 Model Data Store and Classifier Module

After the training process, LEDAC obtains a vector representation of the models. This vector representation is the format in which the models obtained in training will be stored in what we have called Model Data Store.

With the models already prepared, the documents pending classification are processed through the Classifier Module. The result will be the assignment to each of them in the category that best fits. To do this, it is necessary first to extract the text, correct it, and eliminate the special characters or that do not contribute anything, as was done in the training phase. Finally, the proximity of the document to the existing categories is calculated by using the cosine distance to see which one is closest and thus classify the documents into the existing categories through a cascade process.

### 4 EXPERIMENTAL EVALUATION

The following points describe in detail the data used and the experiments carried out in order to evaluate the proposed system.

#### 4.1 Baseline System

The need to classify documents automatically had been solved so far in ISYC using an ad-hoc machine learning tool based on the use of the metric TF-IDF to perform vectorization, and Logistic Regression or SVM as classifiers (see Section 2). This tool met the initial objectives: it saved customers spending time on a tedious task, and in addition to reducing human failures, it enabled the classification of large quantities of both new and old unclassified documents. It was connected to the AIS information extraction system, which performs three major tasks: a preprocess (Garrido and Peiró, 2018), a main extraction task (Buey et al., 2016), and a postprocess (Buey et al., 2019). AIS in turn is included within OnCostumer, the CRM (Customer Relationship Management) that commercializes the company ISYC. The problem is that the limitations of the classification tool in terms of performance and scope have not yet allowed intensive use.

This system, which we will call them BS-LR and BS-SVM, according to the classifier used, is the one that will be used as a baseline system in the experiments that will be seen below.
4.2 Dataset

OnCostumer deals with certain types of legal documents: notarial acts, judicial acts, registry documents, and private documents and communications (Child, 1992). These documents are required to perform different formalities and, therefore, the type of data that is necessary to extract from them using AIS varies. Their content structure is quite heterogeneous, varying from well structured documents (e.g., notarial acts) to almost free text documents (e.g., private agreements between individuals or communications). To study the typology of these legal documents, we have used the research lines of discourse analysis explained in (Moens et al., 1999), and we have classified legal documents into different types. To complete the training, we have built a dataset with 50,000 documents divided into four categories. The number of documents in each category is balanced to avoid bias.

4.3 Model Training

Obtaining a good model depends on several factors: 1) the size of the corpus, 2) the length of the texts, and 3) the occurrence of each word, taking into account the presence of words that appear very infrequently in corpus length. LEDAC adjusts the obtaining of the model by means of a series of parameters explained in Section 3. All of them have been empirically tested, obtaining the following conclusions:

- **Number of documents to train.** Naturally, a greater number of documents in the training phase will contribute positively to the results.
- **Number of iterations.** The ideal number is between 3 and 20 iterations of the total documents of the training corpus. Within each batch between 5 and 15 iterations are performed. Outside these ranges LEDAC loses its effectiveness.
- **Dimension of vectors.** In the different tests that have been carried out its value has fluctuated, for an acceptable operation, between 50 and 500.
- **Learning rate.** The work values have varied between 0.025 and 0.050.
- **Minimal Word Frequency.** This parameter indicates how many occurrences of a word along the corpus have to be in order to take it into account during training. The value of this parameter has been varied between 400 and 1,400.
- **Minimum Learning Rate.** From 0.0005 to 0.01.
- **Vocabulary Size.** From 500 to 2,000.
- **Context window size.** In all experiments, it has been adjusted to value 5.

4.4 Evaluation

The test of the developed system has been made by using the well-known measures precision, recall, and F1-Score. The final results of the experiments has been reported using macro-averaged measures. These measurements are calculated through a set of documents already classified that has not been used in the training of the model, so that the actual category can be compared with the prediction. In these measurements, the range of values varies from zero, which implies failure in all predictions, to one, which means that all documents have been predicted correctly. The experiments have been done using a 5-fold cross validation over the 50,000 documents. The OCR tool used has been ABBYY®.

4.5 Results

In Figure 2, the top ten best results obtained in terms of average F1 Score are presented, together with the duration of each training according to the aforementioned parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Time (sg.)</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch</td>
<td>mWF</td>
<td>VS</td>
</tr>
<tr>
<td>1,500</td>
<td>800</td>
<td>1,000</td>
</tr>
<tr>
<td>1,500</td>
<td>800</td>
<td>1,100</td>
</tr>
<tr>
<td>1,500</td>
<td>800</td>
<td>1,200</td>
</tr>
<tr>
<td>1,500</td>
<td>900</td>
<td>1,000</td>
</tr>
<tr>
<td>1,500</td>
<td>900</td>
<td>1,200</td>
</tr>
<tr>
<td>1,500</td>
<td>1,000</td>
<td>1,100</td>
</tr>
<tr>
<td>2,000</td>
<td>900</td>
<td>1,100</td>
</tr>
<tr>
<td>2,500</td>
<td>800</td>
<td>1,100</td>
</tr>
<tr>
<td>2,500</td>
<td>900</td>
<td>1,000</td>
</tr>
<tr>
<td>2,500</td>
<td>900</td>
<td>1,100</td>
</tr>
</tbody>
</table>

Figure 2: Table with the Ten Best Results in F1 Score Obtained by LEDAC, with the Most Influential Parameters (Batch, Minimal Word Frequency (mWF), Vocabulary Size (VS) and Training Times.

The most influential parameter values are shown, after training with 40,000 documents. The best value of F1 Score obtained with BS-LR and BS-SVM was 0.785 and 0.858 respectively, while the proposed system (LEDAC) achieves 0.957. The summary of the results can be seen in Figure 3. With regard to training times, with the previous systems it took around 4 hours to train and near one hour to classify. With LEDAC took an average of 12 minutes to train for those same documents and the classification of each document was almost immediate.

---

6https://www.abbyy.com/
4.6 Analysis

Thanks to the new system, the following optimizations in the process can be considered:

- **Efficiency**: It is the greatest improvement of all. With previous systems, to carry out the entire document classification process, it took about 5 hours compared to the 12 minutes of LEDAC. As the classification, having the model already trained, is practically immediate, the new system offers the interesting feature of offering virtually real-time document classification.

- **Precision**: The new system reaches 0.957 in the F1-Score measure versus 0.785 and 0.858 in BS-LR and BS-SVM.

5 CONCLUSIONS AND FUTURE WORK

Notarial acts, sales documents, judicial acts, contracts, etc., are types of legal documents widely used, but there are not too many specialized tools for processing them. In spite of technological advances, the task of automatic classification is still performed by specialized staff, which is expensive, time-consuming, and subject to human errors. In the best case it is possible to find systems with statistical approaches whose benefits in terms of efficacy and efficiency are limited.

In this work, we have presented LEDAC, an automatic classification system suitable for legal documents and based on word embeddings technologies. The methodology improves other approaches thanks to the incorporation of paragraph vectors, the use of subsamplings, the combination of different learning algorithms and the possibility of fine-tuning the model training hyperparameters.

Besides, the system has a specific preprocessing phase that allows to overcome difficulties such as texts scanned by OCR damaged by the presence of stamps, signatures, and other elements that sometimes overlap the words of the document.

Due to the difficulty in finding suitable datasets in the field of legal documents, the development of this work and the experimental tests have been carried out in collaboration with a company dedicated to the processing of this type of documents.

Regarding the results, the performance of LEDAC is pretty good and the time of the training is drastically reduced with respect to vector-based approaches through the use of TF-IDF.

The main contributions of this work are:

1. To study the characteristics of legal documents and their typologies in order to design a automatic classifier based on word embedding.
2. To investigate which parameters are the most decisive when it comes to achieving good results with this type of tool.
3. To implement a specific system that allows studying the advantages in terms of training times and classification of the proposed tool with respect to classical approaches.

There are several lines of development for future work. Apart from expanding the typologies of the documents to be classified, we aim to continue improving the classification results. An interesting point is to adapt specific ontologies related to the legal field within our approach.

It is also planned to study the possible advantages of word embeddings based technologies in other tools that work with legal documentation, such as search engines, recommender systems, or conversational bots.
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