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Abstract: Video-based sensors are ubiquitous and are therefore indispensable in understanding traffic behavior at intersections. Deriving near-misses from large scale video processing is extremely useful in assessing the level of safety of intersections. In this paper, we develop real-time or near real-time algorithms for detecting near-misses for intersection video collected using fisheye cameras. We propose a novel method consisting of the following steps: 1) extracting objects and multiple object tracking features using convolutional neural networks; 2) densely mapping object coordinates to an overhead map; 3) learning to detect near-misses by new distance measures and temporal motion. The experimental results demonstrate the effectiveness of our approach with real-time performance at 40 fps and high specificity.

1 INTRODUCTION

The advent of nominally priced video-based systems, open source tools for video processing and deep learning, and the availability of low-cost GPU processors have opened the door for their use in real-time transportation decision systems. While video-based systems for intersection traffic measurement can perform multiple object detection and tracking, their use for more complex tasks such as anomaly detection and near-misses is limited. The recent proposed AI city challenge (Tang et al., 2019) also focuses on similar applications. In general, monitoring activities of road users and understanding traffic events have shown to be useful for modeling, analyzing and improving road-based transportation.

In order to derive intersection scenes with wider angles, omnidirectional fisheye cameras are widely installed and used for street video surveillance [also known as closed-circuit television (CCTV)]. It is non-trivial to directly apply learning-based methods to detect near-misses in fisheye videos as they suffer from two types of distortions: fisheye lens distortion and perspective distortion. Due to both these distortions, road users (pedestrians, cars, etc.) can appear to be very close to each other in image space and to the human eye while remaining far apart in the physical world. Figure 1 illustrates a real fisheye traffic scene and one false near-miss case that can easily mislead.

Figure 1: Illustration of near-Miss Detection Problem.

The focus of our work is on building a platform that allows one to collect sufficient samples and visual cues corresponding to near-misses, intending to detect and even anticipate dangerous scenarios in real-time so that appropriate preventive steps can be undertaken. In particular, we focus on near-miss problems from large-scale intersection videos collected from fisheye cameras. The goal is to temporally and...
spatially localize and recognize near-miss cases from fisheye video. The main motivation for resolving distortion instead of using original fisheye videos are to compute accurate distance among objects as well as their accurate speeds using rectangular coordinates that better represent the real-world. The projections are done on an overhead satellite map of the intersection. We specify five categories of objects of interest: pedestrians, motorbikes, cars, buses and trucks. The overhead satellite maps of intersections are derived from Google Earth®. The main steps of our detection framework (Figure 2) can be summarized as follows:

1. **Fisheye to Cartesian Mapping:** We first apply camera calibration methods on a fisheye background image (with no road objects) to make an initial correction. We take the calibrated image as the target image, an overhead satellite map as the reference image and select corresponding landmark points in both images for mapping. Given these landmark points, we adopt the thin-plate spline (TPS) (Bookstein, 1989; Chui and Rangarajan, 2003) as basis function for coordinate mappings from the reference to the target and store the point-to-point outputs.

2. **Object Detection and Multiple Object Tracking:** We train an object detector using deep learning techniques and design a vehicle re-identification model with deep cosine metric learning to handle occlusion problems. We integrate these two models into our multiple-object tracking pipeline. Given fisheye videos as the input, the framework supports real-time object detection and multiple object tracking.

3. **Trajectory and Speed Computation:** Using the point-to-point TPS mappings, we correct and scale road object trajectories and speed information from the perspective of the overhead satellite map with learned deep features. As the complexity of coordinates transfer is $O(1)$, it allows us to process data both online and offline.

4. **Spatial and Temporal Near-Miss Detection** We define two scenarios for near-misses in videos: 1) spatial scenario: proximity of road objects in image space, 2) temporal scenario: a dramatic speed decrease to avoid near-misses (a sudden break). We use the distance-based and speed-based measures to compute the near-miss probabilities of road objects and aggregate scores via averaging as the final output.

The main contributions of this paper can be summarized as follows:

- We propose a novel method that combines distance measures and temporal motion to detect near-misses in fisheye traffic video.
- We propose a combined calibration and spline-based mapping method that maps fisheye video features to an overhead map to correct fisheye lens distortion and camera perspective distortion.
- We present a unified approach that performs real-time object recognition, multiple object tracking, and near-miss detection in fisheye video.
- We show a promising pipeline to be customized to several fisheye video understanding applications such as accident anticipation, anomaly detection, and trajectory prediction.

We have obtained accurate and real-time object detection and multiple object tracking results for long-duration video. The object detector has good performance to localize and classify road objects even...
for tiny pedestrians. With cosine metric learning, the tracker generates more consistent and robust tracks and trajectories. With aid of calibration and TPS mapping, the location and speed information of objects has been corrected and scaled to a large extent. Compared to non-mapping based methods, the experimental results demonstrated that our methods have better performance in filtering out non-near-miss cases.

The overall organization of the paper is as follows: Section 1 introduces the significant challenges in near-miss detection from fisheye video, and summarizes the proposed method. Section 2 discusses related work on video-based near-miss detection. Section 3 presents preliminary and methodology details for the proposed method. Section 4 describes the dataset and demonstrates qualitative and quantitative evaluation. Section 5 gives an overall summary of the work in this paper and discussion of future opportunities for extending this work to other applications.

2 RELATED WORK

We have conducted a literature survey on near-miss or accident detection. However, these methods have limitations to process large-scale video data due to performance issues and difficulties in handling the distortion characteristics of omnidirectional fisheye videos. Therefore, we proposed a method with real-time performance and distortion correction. Future opportunities consist of extending our method to near-miss anticipation and/or applying specific spherical coordinate-based deep learning models.

Near-Miss or Accident Detection. In general, we have two types of methods for near-miss or accident detection: sensor-based and video-based. Sensor-based methods typically use data collected from loop detectors or multi-sensors and most of them apply machine learning or signal processing techniques: Kalman filters, time series analysis and decision trees etc. in (Ohe et al., 1995; Srinivasan et al., 2001; Srinivasan et al., 2003; Ghosh-Dastidar and Adeli, 2003; Srinivasan et al., 2004; Zeng et al., 2008; Chen et al., 2010). Video-based methods attempt to recognize near-miss events from image and video and this is the focus of the present work. The literature in this area uses a variety of machine learning and computer vision technologies (Jiansheng et al., 2014; Kamijo et al., 2000; Saunier et al., 2010; Chen et al., 2020; Banerjee et al., 2020; He et al., 2020). Specific techniques include histograms of flow gradients (HFG) (Sadeky et al., 2010), smoothed particles hydrodynamics (SPH) (Ullah et al., 2015), matrix approximation (Xia et al., 2015), optical flow and scale-invariant feature transform (SIFT) (Chen et al., 2016), adaptive traffic motion flow modeling (Maaloul et al., 2017) and convolutional neural networks (CNNs) and stacked autoencoders (Singh and Mohan, 2018). However, these methods are restricted to offline processing and not really applicable for the real-time analysis of fisheye video.

Near-Miss or Accident Anticipation. The early work in accident prediction is mainly based on anomaly detection. With advances in deep neural networks and object detection, several automated traffic accident anticipation methods based on deep learning have been proposed. (Chan et al., 2016) proposed a method for anticipating accidents in dashcam videos using a Dynamic-Spatial-Attention (DSA) recurrent neural network (RNN). Meanwhile, more large-scale annotated video accident datasets have been proposed along with these learning based methods such as surveillance videos (Sultani et al., 2018; Shah et al., 2018) or drive (dashcam) videos (Chan et al., 2016). In our work, we detect near-misses 5 to 20 frames ahead of an actual near-miss or accident.

Fisheye Video Processing. A few deep network models have been proposed to learn and handle spherical representations in fisheye videos for problems such as object detection, tracking and segmentation. (Lee et al., 2019) proposed a method to directly apply CNNs to omnidirectional images. (Li et al., 2019) proposed a method with a CNN (trained on a synthetic distortion dataset) to predict displacement fields between distorted images and corrected images. (Wei et al., 2011) presented an interactive fisheye correction method that integrates natural scene appearance and use energy minimization of time-varying distortion. (Dhane et al., 2012) presented a fisheye correction method using non-linear radial stretching and scaling down of pixels in X and Y directions. (Yin et al., 2018) proposed a multi-context collaborative deep network to rectify distortions from single fisheye images. These approaches process videos offline and are not applicable for real-time traffic applications.

3 METHODOLOGY

Figure 3 demonstrates the pipeline and the overall architecture of the proposed method.
3.1 Fisheye to Cartesian Mapping

3.1.1 Calibration and Perspective Correction

Due to fisheye lens distortion and perspective distortion, we found that directly applying mapping methods between fisheye images and satellite maps does not result in good quality mappings. Therefore, we wish to utilize fisheye camera parameters to make an initial calibration. For our fisheye camera model, points in real 3D world are first transformed to fisheye coordinates via extrinsic parameters (rotation and translation), and these fisheye coordinates are mapped into the 2D image plane via the intrinsic parameters (including the polynomial mapping coefficients of the projection function). For a point \( P \) in the 3D world, the transformation from world points to points in the camera reference image is:

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} = \begin{bmatrix}
  Xc \\
  Yc \\
  Zc
\end{bmatrix} = R \begin{bmatrix}
  Xw \\
  Yw \\
  Zw
\end{bmatrix} + T
\]  

(1)

where \( R \) is the rotation matrix and \( T \) is for translation. The pinhole projection coordinates of \( P \) is \((a, b)\) where \( a = x/z, \ b = y/z, \ r^2 = a^2 + b^2, \ \theta = atan(r) \). The fisheye distortion is defined as

\[
\theta_{\text{distortion}} = \theta(1 + k_1\theta^2 + k_2\theta^4 + k_3\theta^6 + k_4\theta^8)
\]  

(2)

where the vector of distortion coefficients is \((k_1, k_2, k_3, k_4)\) and camera matrix is

\[
A = \begin{bmatrix}
  f_x & 0 & c_x \\
  0 & f_y & c_y \\
  0 & 0 & 1
\end{bmatrix}
\]  

(3)

The distorted point coordinates are \((x' = \theta_d/r)a, y' = \theta_d/r)b\). The final pixel coordinates vector is \((u, v)\) where \( u = f_x(x' + \alpha y') + c_x \) and \( v = f_y y' + c_y \), where skew coefficient \( \alpha \) is set to zero and stay zero.

Figure 4: Illustration of Omnidirectional Fisheye Camera Used for Data Collection and Examples of Fisheye Video.

Figure 5: Calibration and TPS Mapping Are Used for Fisheye to Cartesian Mapping. **left:** Original Fisheye Image. **middle:** Mapping Result. **right:** Reference Satellite Map.
The procedure of distortion correction involves three major stages—Calibration correction, Perspective correction, and TPS mapping—in order to transform the object location in fisheye to Cartesian coordinates. The calibration process involves getting parameters using a checkerboard reference. The image obtained after the calibration has a noticeable perspective distortion which is adjusted by selecting four points in the output image of the first stage and then mapping them to a reference satellite image. There are small but noticeable distortions in the image after perspective correction which are caused by the geographic structure of the road like ridges and grooves or may be due to small errors caused in the calibration. To address these distortions, the TPS mapping is used, where multiple points are selected on the image obtained after perspective transformation and mapped to points on the satellite map. It approximates the transformation using a spline-based method. Thus by performing TPS, we get an image whose ground (road) and map ground almost overlap. As our application goes beyond distortion correction, we can actually track the vehicles and get the exact location in Cartesian coordinates.

### 3.1.2 Thin-plate Spline Mapping

After calibration and perspective correction steps, we can compute an initial fisheye to cartesian mapping. To refine the mapping between the corrected fisheye image and satellite map, we adopt the thin-plate spline (TPS) as the parameterization of the non-rigid spatial mapping connecting fisheye geometry to a Cartesian grid. The choice of TPS to handle the spatial warping in our problem is driven by the fact that it is a natural non-rigid extension of the affine map. Furthermore, we do not have any information regarding physics-based mappings that can augment fisheye calibration. Therefore, we adopt the TPS to generate mappings. Given the point-sets V and Y in 2D (D = 2) consisting of points \( v_a, a = 1, 2, ..., K \) and \( y_i, a = 1, 2, ..., N \) respectively, the TPS fits a mapping function \( f(x, y) \) using corresponding landmark sets \( y_i \) and \( v_a \) by minimizing the following energy function (Chui and Rangarajan, 2003):

\[
E_{TPS}(f) = \sum_{a=1}^{K} \| y_a - f(v_a) \|^2 + \\
\lambda \int \int \left[ \left( \frac{\partial^2 f}{\partial x^2} \right)^2 + 2 \left( \frac{\partial^2 f}{\partial x \partial y} \right)^2 + \left( \frac{\partial^2 f}{\partial y^2} \right)^2 \right] \, dxdy.
\]

(4)

Homogeneous coordinates are used for the landmarks with each point \( y_i \) represented as a vector \((1, y_{ix}, y_{iy})\).

With a fixed regularization parameter \( \lambda \), a unique minimizer \( f \) can be obtained as follows (Chui and Rangarajan, 2003):

\[
f(v_a, d, w) = v_a \cdot d + \phi(v_a) \cdot w
\]

(5)

where \( d \) is a \((D + 1) \times (D + 1)\) matrix representing the affine transformation and \( w \) is a \( K \times (D + 1)\) warping coefficient matrix representing the nonaffine deformation. The vector \( \phi(v_a) \) is a \( 1 \times K \) vector related to the TPS kernel. When combined with the warping coefficients \( w \), the TPS generates a non-rigid warping.

Figure 4 illustrates the omnidirectional fisheye camera model, camera placement and examples of collected video data. We present mapping results of two intersections in Figure 5.

### 3.2 Object Detection and Multiple Object Tracking

The pipeline of our framework is to first detect and track road objects using deep learning models and then compute distortion corrected speeds followed by map-based trajectories. The deep object detector—trained on fisheye video samples—is based on the architecture of YOLO (Redmon and Farhadi, 2017). According to the intersection attributes, we specify five object categories: pedestrian, motorbike, car, bus, and truck.

The multiple object tracker is built upon DeepSort (Wojke et al., 2017), which uses a conventional single hypothesis tracking method with recursive Kalman filtering (Kalman, 1960) and frame-by-frame data association. However, there exists an occlusion problem when the intersection becomes crowded or when big buses or trucks appear. Therefore, some road objects can get a new identification after occlusion disappears and this forces us to integrate object signatures or object re-identification features. We introduce a deep cosine metric learning component to learn the cosine distance between road objects and integrated it as the second metric measure for the assignment problem in multiple object tracking. The cosine distance includes appearance information of road objects to provide useful cues for recovering identities when the motion feature is less discriminative. We trained the deep cosine metric learning model on the VeRi dataset (Liu et al., 2016).

Given the dataset \( D = \{ (x_t, y_t) \}_{t=1}^N \) of \( N \) training samples \( x_t \in \mathbb{R}^D \) and associated class labels \( y_t \in \{ 1, ..., C \} \), it fits a parametrized deep neural network encoder function \( r = f_\Theta(x) \) with parameters \( \Theta \) project input images \( x \in \mathbb{R}^D \) into a feature representation \( r \in \mathbb{R}^d \) that follows a predefined notion of cosine similarity. We modified a standard softmax classifier...
into a cosine softmax classifier as (Wojke et al., 2017)

\[ p(y = k | r) = \frac{\exp(\kappa \cdot \tilde{w}_k^t \cdot r)}{\sum_{n=1}^{C} \exp(\kappa \cdot \tilde{w}_n^t \cdot r)}, \] (6)

where \( \kappa \) is a free scale parameter. The training of the cosine metric encoder network can also be carried out using the cross-entropy loss.

### 3.3 Trajectory and Speed Computation

We leverage tracking results to generate a trajectory for each object in terms of frame, track id, class, x, y coordinates. We transform the x, y coordinates from fisheye image space to overhead satellite map space using the point-to-point mapping matrix obtained in the mapping pipeline. We estimate the speed of objects using distance after mapping. In order to leverage more accurate and compact object masks than rectilinear bounding boxes, we also investigate the (Huang et al., 2020) use of gSLICr (Ren et al., 2015), a GPU-based implementation of SLIC (Achanta et al., 2012)—a superpixel segmentation method—instead of standard rectangular bounding boxes. Figure 6 demonstrates the use of superpixels for generating object masks. This integration performed in real-time results in better distance measures that can be utilized for detecting near-misses.

### 3.4 Near-Miss Detection

Our method performs object detection and multiple object tracking in real-time and has the capability to handle large-scale and city-scale intersection video for traffic understanding and analysis. Using our TPS-based non-rigid mapping tool we can do both online and offline coordinates correction to project road object locations to satellite maps and then form refined trajectories for near-miss detection.

Two near-miss scenarios are defined for videos: 1) spatial scenario: road objects collide or are very close in image space, 2) temporal scenario: a dramatic speed decrease to avoid near-misses (a sudden break). We use distance-based measures and speed measures to compute the near-miss probability of road objects with the average of two scores serving as the final output as described below.

**Spatial Distance Measure** We use tracks data to form trajectories of road objects and compute distances between two road objects using center coordinates of detected bounding boxes in image space at frame level. The probability of a spatial near-miss is computed using the Euclidean distance of road objects with ratio to the size of object according to object class (vehicles size of each class does not varies much) and is computed as follows:

\[ P_{\text{spatial}}(b^p_i, b^q_j) = \frac{1}{2} \cdot \frac{h^p_i + h^q_j}{\sqrt{(x^p_i - x^q_j)^2 + (y^p_i - y^q_j)^2}} \] (7)

where \( b^p_i \) and \( b^q_j \) denote the detected bounding boxes for the \( p \)-th and \( q \)-th objects in the \( t \)-th frame. \( w^p_i, h^p_i, w^q_j, h^q_j \) denote the object width, object height, x coordinate, and y coordinates for the \( p \)-th object in the \( t \)-th frame respectively.

**Temporal motion measure** The speed of the road object is computed by adjacent displacement over multiple time frames. The probability of motion-based near-miss is computed by the fractional decrease in speed and is computed as follows:

\[ P_{\text{temporal}}(b^p_i) = \frac{\max \sum_{t=1}^{k} (s^p_{i+1} - s^p_i)}{\text{average}(s^p_{i:k})} \] (8)

where \( b^p_i \) denotes the detected bounding boxes for the \( p \)-th from its first frame (\( k \)-th frame) to its last frame (\( t \)-th frame). \( s^p_i \) denotes speed for the \( p \)-th object in the \( i \)-th frame.

We use a weighted average of the above two probabilities of near-miss to compute the overall score.

### 4 EXPERIMENTS

We first describe the dataset used for our experimental evaluation. We then present qualitative performance and quantitative evaluation of our methods for object detection, multiple object tracking, superpixel segmentation, thin-plate spline, and near-miss detection. For near-miss detection, we present a performance comparison between non-mapping-based method and our proposed calibration+TPS-based method.

#### 4.1 Fisheye Video Data

We have collected large-scale fisheye traffic video from omnidirectional cameras at several intersections. Figure 7 shows gallery images of the dataset with several collected fisheye video samples at multiple intersections under different lighting conditions. We collected 8 hours of videos on a daily basis for each.
intersection, 2 hours for the morning, noon, afternoon, evening time respectively. The total video datasets used the experiments has a duration of more than 100 hours. As discussed earlier, fisheye intersection videos are more challenging than videos in other datasets collected by surveillance cameras for reasons including fisheye distortion, multiple object types (pedestrians and vehicles) and diverse lighting conditions. For generating ground truth for object detection, tracking, and near-miss detection, we manually annotated the spatial location (bounding boxes) and temporal location (frames) for each object and near-miss. We also annotated the corresponding vehicle class.

4.2 Qualitative Performance

Fisheye to Cartesian Mapping. The results for calibration+TPS pipeline (Figure 5) shows that fisheye distortion and perspective distortion are effectively addressed by our method. The qualitative results in terms of performance for object detection, multiple object tracking, and superpixel segmentation (Figure 8) show that the deep learning based detector is effective in classifying objects even when the image footprint is small (e.g. pedestrians and motorbikes). The use of deep cosine metric learning allows the tracker to generate more consistent and stable tracks. The superpixel segmentation assists in out-

Figure 7: Gallery Images of Fisheye Video with a Variety of Different Locations (4 Cameras) and Different Lighting Conditions.

Figure 8: Qualitative Results of Detection, Tracking and Segmentation Tasks. left: Object Detection. Outputs Object Class (Car, Pedestrian, Bus, Motorbike, Etc.) and Localization (Bounding Box). middle: Multiple Object Tracking. Associates Object in Consecutive Video Frames (Track Id). right: Superpixel Segmentation, Aids to Compute Object Boundaries and Shapes.
4.3 Quantitative Evaluation

We present a quantitative evaluation of the overall performance of our proposed method in terms of speed performance, improvement object speed measures based on mapping, and the precision and recall for each subtask of the pipeline.

Computational Requirements. We present speed performance for the tested methods in Table 1. The fisheye video resolution is $1280 \times 960$ and our implementation for thin-plate spline takes 10s for one-to-one corresponding mapping for 1,228,800 points. This is one-time setup cost. After getting mapping point-sets, all video processing experiments have been performed on a single GPU (NVIDIA TITAN V). The GPU-based SLIC segmentation (Achanta et al., 2012) has excellent speed performance and can process 400 fps on fisheye videos. The overall pipeline of our methods (object detection, multiple object tracking, and near-miss detection) achieve about 40 fps. This rate is sufficient to address a variety of real traffic surveillance and near-miss detection for large-scale daily video data.

Trajectory and near-Miss Detection. A quantitative prediction of object representation and near-miss is achieved by comparing predicted detection with the ground truth at frame level. A true positive corresponds to a high level of overlap between prediction and ground truth detection pair. It is computed using an Intersection over Union (IoU) score. If this overlap exceeds a predefined threshold (e.g 0.7) then the track is correctly associated. A true negative means no prediction and no associated ground truth. A false positive is that a prediction had no associated ground truth. A false negative is that a ground truth had no associated prediction. The true negative rate (TNR) also refers to specificity and false positive rate (FPR) refers to fall-out. The specificity, fall-out, precision,
Figure 10: Qualitative Results of Two Types of near-Miss Detected. top 3 Images: a Spatial near-Miss Case: A Motorbike and a Car Are Colliding. bottom 3 Images: a Temporal near-Miss Case Caused a Sudden Break.

Table 3: Quantitative comparison of near-miss detection between non-mapping and calibration+TPS-based method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Intersection</th>
<th>TN</th>
<th>FP</th>
<th>Specificity (TNR)</th>
<th>Fall-out (FPR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-mapping based (Baseline)</td>
<td>intersection 01</td>
<td>2869</td>
<td>32</td>
<td>0.98897</td>
<td>0.01103</td>
</tr>
<tr>
<td></td>
<td>intersection 02</td>
<td>2659</td>
<td>162</td>
<td>0.94257</td>
<td>0.05743</td>
</tr>
<tr>
<td>Calibration + TPS mapping</td>
<td>intersection 01</td>
<td>2895</td>
<td>6</td>
<td>0.99793</td>
<td>0.00207</td>
</tr>
<tr>
<td></td>
<td>intersection 02</td>
<td>2818</td>
<td>3</td>
<td>0.99894</td>
<td>0.00106</td>
</tr>
</tbody>
</table>

Figure 11: Quantitative Comparison of Computed Object Speed between Non-Mapping and Proposed Methods.

We compute object speed information based on trajectories by converting pixels to actual meters and frame intervals to seconds. Figure 11 shows an example of the comparison of computed object speed information where a car is approaching the intersection with speed decreasing from 60 km/h to 20 km/h and then back to 30 km/h. With non-mapping methods, object speed computing suffers from fisheye and perspective distortion and yields inaccurate results. We also present accuracy evaluation for object detection and multiple object (cosine metric learning) in Table 2. As real near-miss is rare in terms of two camera video data in a week, it is more reasonable to exam specificity (selectivity or true negative rate) and fall-out (false positive rate) for near-miss detection. In Table 3, we present the comparison of non-mapping based detection and calibration+TPS mapping based detection in terms of true negative rate (TNR) and false positive rate (FPR). The quantitative evaluation demonstrates the overall effectiveness of our proposed method for near-miss detection in large-scale fisheye traffic videos.
5 CONCLUSIONS

We presented a novel unsupervised method to detect near-misses in fisheye intersection video using an end-to-end deep learning model integrated with a combined camera calibration and spline-based mapping method. It maps road objects coordinates in fisheye images to a satellite based overhead map to correct fisheye lens distortion and camera perspective distortion. This allows for computing distance and speed more accurately. This unified approach performs real-time object recognition, multiple object tracking, and near-miss detection in fisheye video. It is efficient and robust to handle geometry and uncertainty on object-level analysis in fisheye video. The experimental results demonstrate the effectiveness of our approach and we show a promising pipeline broadly applicable to fisheye video understanding applications such as accident anticipation, anomaly detection, and trajectory prediction.

Intersection SPAT data can be integrated with video data to develop interesting traffic analyses, e.g. cars crossing the intersection during a red light. The generated tracks can be plotted over extended periods (shown in Figure 12) to visualize macro trends.

ACKNOWLEDGMENTS

This research was supported, in part, by the Florida Department of Transportation (FDOT) and NSF CNS 1922782. The opinions, findings, and conclusions expressed in this publication are those of the Author(s) and not necessarily those of the Florida Department of Transportation or the U.S. Department of Transportation. The authors would like to thank the City of Gainesville for access to the fisheye video data that was used in this paper.

REFERENCES


