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Abstract: The paper extends the standard reduction calculus of the higher-order Type-theory of Acyclic Recursion to $\eta$-reduction. This is achieved by adding a restricted $\eta$-rule, which is applicable only to terms in canonical forms satisfying certain conditions. Canonical forms of terms determine the iterative algorithms for computing the semantic denotations of the terms. Unnecessary $\lambda$-abstractions and corresponding functional applications in canonical forms contribute to algorithmic complexity. The $\eta$-rule provides a simple way to reduce complexity by maintenance of essential algorithmic structure of computations.

1 INTRODUCTION

This paper is part of theoretical development and applications of a new approach to the mathematical notion of algorithm, originally introduced by the formal languages of recursion (Moschovakis, 1989). The simply-typed theory of recursion $L_{\lambda ar}$ introduced in (Moschovakis, 2006) is a higher-order type theory, which is a proper extension of Gallin type theory $\text{TY}_2$ (Gallin, 1975). The book (Moschovakis, 2019) investigates complexity in its untyped version.

The formal languages FLR introduced in a sequence of papers (Moschovakis, 1989; Moschovakis, 1993; Moschovakis, 1997), while untyped systems formalising untyped domains of recursive functions, allow full recursion with cyclicity, and are equivalent to any of the classic theories of the mathematical notion of algorithm. The formal syntax of $L_{\lambda ar}$, presented originally in (Moschovakis, 2006), is typed and allows only recursion terms with acyclic systems of assignments, thus, formalising algorithms that end after finite iterations of computations. Typed languages of full recursion $L_{\lambda}$ have the typed syntax of $L_{\lambda ar}$, without the acyclicity requirement. The classes of languages of recursion (FLR, $L_{\lambda ar}$, and $L_{\lambda}$) have two semantic layers: denotational semantics and algorithmic semantics. The recursion terms of $L_{\lambda ar}$ are essential for representing algorithmic computations of semantic information.

This paper concerns the typed theory of algorithms $L_{\lambda ar}$, which is already well developed, and provides new approaches to intelligent foundations, with versatile applications, and especially to the areas of Artificial Intelligence (AI). In this paper, we introduce a technique, which, by adding a simple additional reduction rule to the reduction calculi of $L_{\lambda ar}$, is important for applications of $L_{\lambda ar}$ to the areas of AI.

The purpose of the reduction calculi of the formal language of $L_{\lambda ar}$ is to reduce every $L_{\lambda ar}$ term $A$ to a term in a canonical form that represents the computational steps for the computation of the denotation of $A$. The reduction calculi of $L_{\lambda}$ reflect fundamental algorithmic patterns in computations. Among the potential applications of $L_{\lambda}$ are intelligent software systems, e.g., in robotics and in AI, that perform algorithmic procedures, which determine reliable performance. The prominent applications of $L_{\lambda}$ are to computational semantics of formal and natural languages, and, in particular, semantics of programming and other specification languages in Computer Science and AI, as well as Natural Language Processings (NLP), and computational grammars that cover semantics.

The reduction calculus of $L_{\lambda ar}$ reduces every $L_{\lambda ar}$-term to its canonical form. The canonical forms not only preserve the denotations of the $L_{\lambda ar}$-terms, they reveal the algorithmic steps encoded by the terms for computing their denotations. The canonical form $\text{cf}(A)$ of every $L_{\lambda ar}$-term $A$ determines the algorithm that computes the denotation of $A$ in the semantics domain of every given semantic structure. The $\lambda$-rule of $L_{\lambda ar}$ is one of the most important reduction rules
for the recursion and abstraction operators. Nevertheless, in many cases, the \(\lambda\)-rule, creates redundant \(\lambda\)-abstractions over variables that do not occur freely in the recursion terms (e.g., see Example 3.1). For example, it is important to simplify terms having such extra abstractions, when translating, i.e., rendering, natural language (NL) expressions to semantic representations by \(\mathbb{L}^{\lambda_{\eta}}\)-terms.

This paper presents a restricted \(\eta\)-reduction that simplifies terms in canonical forms. The \(\eta\)-rule does not preserve the strictest referential synonymy of its input and output terms, which are in canonical forms. Importantly, the \(\eta\)-rule takes care to maintain closely the algorithmic meaning of the terms in the entire reduction sequence, while reducing computational complexity caused by excessive, superfluous \(\lambda\)-abstractions and corresponding functional applications. It preserves the denotations of the input and reduced terms. (Loukanova, 2019c; Loukanova, 2019b) introduce and investigate the properties of more intricate rules and reduction calculi for removing redundant \(\lambda\)-abstractions. The \(\eta\)-reduction is also interesting. It is easier to use, by extending the ordinal reduction calculus of \(\mathbb{L}^{\lambda_{\eta}}\), since it is applied directly, only to terms in canonical forms.

(Loukanova, 2011d) introduces very briefly the \(\eta\)-rule, for the purpose of applying it to semantic representations of human language, without looking into its properties. We reformulate the rule here, for presenting its properties with respect to its existing and potential applications to the areas of Artificial Intelligence (AI). In particular, we point to applications that need context dependent information and algorithmic computations that depend on states of information, including agents.

We should stress that the \(\eta\)-rule introduced here is about recursion terms and the algorithms designated by them. It is different from, while related to, the denotational \(\eta\)-rule in standard \(\lambda\)-calculi.

In Section 2, we give the formal definitions of the syntax of \(\mathbb{L}^{\lambda_{\eta}}\). We introduce the denotational and algorithmic semantics of \(\mathbb{L}^{\lambda_{\eta}}\) with some intuitions and examples. Then, we introduce the rules of the reduction calculus of the type theory \(\mathbb{L}^{\lambda_{\eta}}\), which is central to the referential intensions, i.e., to the algorithmic meaning in a selected specific semantic domain of applications, and some key theoretical results. The central part of the paper is on introducing the new, additional \(\eta\)-rule for reduction of the \(\mathbb{L}^{\lambda_{\eta}}\) terms, which are in canonical forms, to simpler \(\eta\)-canonical forms that formalise more efficient algorithmic computations.

2 TYPE-THEORY OF ACYCLIC RECURSION

2.1 Types

The set \(\text{Types}\) is the smallest set defined recursively as follows, by:

\[ \tau ::= \varepsilon \mid t \mid s \mid (\tau_1 \rightarrow \tau_2) \quad \text{(Types)} \]

The type \(\varepsilon\) is for \textit{entities}, also called \textit{individuals}; \(s\) is for states consisting of various information, e.g., such as possible worlds, context, time and/or space locations, some agents, e.g., a speaker; \(t\) is for truth values. For an elaboration of possible choices of context information, which include speaker agents, see (Loukanova, 2011b). The type \((s \rightarrow \tau)\) is for context dependent objects.

2.2 Syntax of \(\mathbb{L}^{\lambda_{\eta}}\)

\textbf{Vocabulary of} \(\mathbb{L}^{\lambda_{\eta}}\):

- \textit{Constants:} \(K = \bigcup_{\tau \in \text{Types}} K_\tau\),
  where, for each \(\tau \in \text{Types}\), \(K_\tau\) is a finite set:
  \(K_\tau = \{ c_0^\tau, c_1^\tau, \ldots, c_n^\tau \} \)
- \textit{Pure Variables:} \(\text{PureV} = \bigcup_{\tau \in \text{Types}} \text{PureV}_\tau\),
  where, for each \(\tau \in \text{Types}\),
  \(\text{PureV}_\tau = \{ v_0^\tau, v_1^\tau, \ldots \} \) (a denumerable set)
- \textit{Recursion Variables (Memory Locations):} \(\text{RecV} = \bigcup_{\tau \in \text{Types}} \text{RecV}_\tau\),
  where, for each \(\tau \in \text{Types}\),
  \(\text{RecV}_\tau = \{ p_0^\tau, p_1^\tau, \ldots \} \) (a denumerable set)

\textbf{Definition 1 (The set Terms of} \(\mathbb{L}^{\lambda_{\eta}}\):)

\[ A ::= c^\tau \mid x^\tau \mid B^{(\sigma \rightarrow \tau)}(C^\sigma) : \tau \quad \text{(1)} \]

\[ |\lambda v^\rho (B^\sigma) : (\sigma \rightarrow \tau) \quad \text{(2)} \]

\[ |A^\sigma \text{ where } \{ p_1^{\sigma_1} := A_1^{\sigma_1}, \ldots, p_n^{\sigma_n} := A_n^{\sigma_n} \} : \sigma \quad \text{(3)} \]

for \(A_1 : \sigma_1, \ldots, A_n : \sigma_n\), are terms \((n \geq 0)\), and \(p_1 : \sigma_1, \ldots, p_n : \sigma_n\) are pairwise different recursion variables (memory locations), and the sequence of \textit{assignments} \(\{ p_1 := A_1, \ldots, p_n := A_n \}\) satisfies the \textbf{Acyclicity Constraint}:

\textbf{Acyclicity Constraint.} A sequence of assignments of the form:

\(\{ p_1 := A_1, \ldots, p_n := A_n \}\)

is \textit{acyclic} iff there is a ranking function

\(\text{rank} : \{ p_1, \ldots, p_n \} \rightarrow \mathbb{N}\)

such that, for all \(p_i, p_j \in \{ p_1, \ldots, p_n \}\), if \(p_j\) occurs freely in \(A_i\), then \(\text{rank}(p_j) < \text{rank}(p_i)\).
Intuitively, an acyclic sequence of assignments \( \{ p_1 := A_1, \ldots, p_n := A_n \} \) defines recursive computations of the values \( \text{den}(A_1), \ldots, \text{den}(A_n) \) to be assigned to the locations \( p_1, \ldots, p_n \), which close-off after a finite number of steps; ranking \( \text{rank}(p_j) < \text{rank}(p_i) \) means that the value \( A_i \) assigned to \( p_i \), may depend on the values of the free occurrences of the location \( p_j \) in \( A_i \), and of all other free occurrences of locations with lower rank than \( p_j \).

Some Notations and Abbreviations

- The symbol “=” is a predicate constant of the language \( L^\lambda_{ar} \) for identity, and also used for the identity relation, which it denotes.
- The symbol “≡” is a meta-symbol for literal identity between expressions.
- The symbol “::=” is a meta-symbol that we use in definitions, e.g., of types and terms, and for the replacement operation.
- Often, we skip some “understood” parentheses.
- The type \( \sigma \) of a term \( A \) may be depicted either as a superscript, \( A^\sigma \), or by a colon, \( A : \sigma \).

We use the following abbreviations for “folding” and “unfolding” sequences of assignments. For any terms \( A_1 : \sigma_1, \ldots, A_n : \sigma_n, A_{n+1} : \sigma_{n+1}, C : \tau, \) and recursion variables \( p_1 : \sigma_1, \ldots, p_n : \sigma_n \) (where \( n \geq 0 \)):

\[
\begin{align*}
\overline{p} : A & \equiv p_1 := A_1, \ldots, p_n := A_n \quad (4a) \\
\overline{p} : A & \equiv A \{ C \equiv D \} \equiv p_1 := A_1 \{ C \equiv D \} \quad (4b) \\
p_1 := A \{ C \equiv D \}, \ldots, p_n := A_n \{ C \equiv D \} & \equiv (4c)
\end{align*}
\]

where, for all \( i = 1, \ldots, n, A_i \{ C \equiv D \} \) are the result of the replacement of all occurrences of \( C \), respectively in \( A_i \), without causing variable clashes.

Denotational Semantics of \( L^\lambda_{ar} \)
The language \( L^\lambda_{ar} \) has denotational semantics provided by a denotational function \( \text{den}^\lambda \), for any given typed semantic structure \( \mathfrak{S} \) with typed domain frames and variable assignments \( g \) in \( \mathfrak{S} \). The definition of \( \text{den}^\lambda \) is by structural induction on the terms, for details, see (Moschovakis, 2006) and (Loukanova, 2019c: Loukanova, 2019b). Often, we shall designate the denotation function by \( \text{den} \) without the superscript.

2.3 Reduction Calculus of \( L^\lambda_{ar} \)
The reduction rules define a reduction relation between terms.

The congruence relation, \( \equiv_c \), is the smallest relation between \( L^\lambda_{ar} \) terms \( (A \equiv_c B) \) that is reflexive, symmetric, transitive, and closed under: term formation rules (application, \( \lambda \)-abstraction, and acyclic recursion); renaming bound variables (pure and recursion), without causing variable collisions; and re-ordering of the assignments within the acyclic sequences of assignments of the recursion terms, i.e., for any permutation \( \pi : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\} \):

**Reduction Rules of \( L^\lambda_{ar} \)**

**Congruence**
- If \( A \equiv B, \) then \( A \Rightarrow B \text{ (cong)} \)

**Transitivity**
- If \( A \Rightarrow B \) and \( B \Rightarrow C \), then \( A \Rightarrow C \text{ (trans)} \)

**Compositionality**
- If \( A \Rightarrow A' \) and \( B \Rightarrow B' \), then \( A(B) \Rightarrow A'(B') \text{ (rep1)} \)
- If \( A \Rightarrow B \), then \( \lambda u \rightarrow\rangle (A) \Rightarrow \lambda u \rightarrow\rangle (B) \text{ (rep2)} \)
- If \( A_i \Rightarrow B_i \), for \( i = 0, \ldots, n \), then \( \Rightarrow B_0 \) where \( \{ p_1 := A_1, \ldots, p_n := A_n \} \Rightarrow B_0 \) where \( \{ p_1 := B_1, \ldots, p_n := B_n \} \text{ (rep3)} \)

**The Head Rule**
- (head) \( \Rightarrow (A_0 \ where \ \{ \overline{p} : \overline{A} \} \ where \ \{ \overline{q} : \overline{B} \} \)

**The Bekiˇc-Scott Rule**
- (B-S) \( \Rightarrow A_0 \ where \ \{ q := (B_0 \ where \ \{ \overline{q} := \overline{B} \}) \}, \overline{p} : A \}

**The Recursion-application Rule**
- (recap) \( \Rightarrow A_0(B) \) where \( \{ \overline{p} : \overline{A} \} \)

**The Application Rule**
- (ap) \( \Rightarrow A(B) \ where \ \{ p := B \} \)

**The \( \lambda \)-Rule**
- (\( \lambda \)) \( \Rightarrow \lambda u \rightarrow\rangle (A_0 \ where \ \{ p_1 := A_1, \ldots, p_n := A_n \}) \)

where, for all \( i = 1, \ldots, n, \) \( p_i \) is a fresh location and \( A_i \) is the result of the replacement of the free occurrences of \( p_1, \ldots, p_n \) in \( A_i \) with \( p_i(u), \ldots, p_n(u) \), respectively, i.e.:

\[ A_i' := A_i \{ p_1(1) := p_1(u), \ldots, p_n := p_n(u) \} \]
2.4 Some Major Properties of $L^\lambda_{\text{ar}}$

The following theorems are important for the algorithmic meanings of the terms.

**Theorem 1 (Canonical Form Theorem).** (For details, see (Moschovakis, 2006), § 3.1.) For each term $A$, there is a unique, up to congruence, irreducible term $C$, denoted by $\text{cf}(A)$ and called the canonical form of $A$, such that:

1. $\text{cf}(A) \equiv A_0$ where $\{p_1 := A_1, \ldots, p_n := A_n\}$ for some explicit, irreducible terms $A_1, \ldots, A_n$ $(n \geq 0)$
2. $A \Rightarrow \text{cf}(A)$
3. if $A \Rightarrow B$ and $B$ is irreducible, then $B \equiv_c \text{cf}(A)$, i.e., $\text{cf}(A)$ is the unique, up to congruence, irreducible term to which $A$ can be reduced

**Theorem 2.** (See (Moschovakis, 2006), § 3.11.) For any $L^\lambda_{\text{ar}}$ terms $A$ and $B$, if $A \Rightarrow B$, then

$$\text{den}(A) = \text{den}(B) \quad (5a)$$

$$\text{den}(A) = \text{den}(\text{cf}(A)) \quad (5b)$$

The canonical forms have a distinguished feature that is part of their computational (algorithmic) role: they provide algorithmic patterns of semantic computations. The more general terms provide algorithmic patterns that consist of sub-terms with recursion variables; the most basic assignments of recursion variables (of lowest ranks) provide the specific basic data that feeds-up the general computational patterns. The more general terms and sub-terms classify language expressions with respect to their semantics and determine the algorithms for computing the denotations of the expressions.

**Algorithmic Semantics of $L^\lambda_{\text{ar}}$.** The notion of algorithmic semantics, i.e., algorithmic intension, in the languages of recursion, (Moschovakis, 2006), covers the most essential, computational aspect of the concept of meaning. The *referential intension*, $\text{int}(A)$, of a meaningful term $A$ is the tuple of functions (a recuror) that is defined by the denotations $\text{den}(A_i)$ $(i \in \{0, \ldots, n\})$ of the parts (i.e., the head sub-term $A_0$ and of the terms $A_1, \ldots, A_n$ in the system of assignments) of its canonical form:

$$\text{cf}(A) \equiv A_0 \text{ where } \{p_1 := A_1, \ldots, p_n := A_n\}$$

Intuitively, for each meaningful term $A$, the intension of $A$, $\text{int}(A)$, is the *algorithm* for computing its denotation $\text{den}(A)$. Two meaningful expressions are synonymous iff their referential intensions are naturally isomorphic, i.e., they are the same algorithm. Thus, the algorithmic meaning of a meaningful term (i.e., its sense) is the information about how to compute its denotation step-by-step: a meaningful term has sense by carrying instructions within its structure, which are revealed by its canonical form, for acquiring what they denote in a model. The canonical form $\text{cf}(A)$ of a meaningful term $A$ encodes its intension, i.e., the algorithm for computing its denotation, via: (1) the basic instructions (facts), which consist of $\{p_1 := A_1, \ldots, p_n := A_n\}$ and the head term $A_0$, which are needed for computing the denotation $\text{den}(A)$, and (2) a terminating rank order of the recursive steps that compute each $\text{den}(A_i)$, for $i \in \{0, \ldots, n\}$, for incremental computation of the denotation $\text{den}(A) = \text{den}(A_0)$.

The reduction calculus of the type theory $L^\lambda_{\text{ar}}$ is effective. The calculus of the intensional synonymy, i.e., algorithmic equivalence, in the type-theory $L^\lambda_{\text{ar}}$ has a restricted $\beta$-reduction rule, which contributes to the high expressiveness of the language of $L^\lambda_{\text{ar}}$, see (Moschovakis, 2006) and (Loukanova, 2011a; Loukanova, 2011c).

**Theorem 3 (Referential Synonymy Theorem).** (See (Moschovakis, 2006), § 3.4.) Two terms $A, B$ are referentially synonymous, $A \approx B$, i.e., algorithmically equivalent, with respect to a given semantic structure $\mathfrak{A}$ if there are explicit, irreducible terms (of appropriate types), $A_0, A_1, \ldots, A_n, B_0, B_1, \ldots, B_n$, $n \geq 0$, such that:

1. $A \Rightarrow \text{cf} A_0$ where $\{p_1 := A_1, \ldots, p_n := A_n\}$,
2. $B \Rightarrow \text{cf} B_0$ where $\{p_1 := B_1, \ldots, p_n := B_n\}$,
3. (a) for every $x \in \text{FreeVars}(A_i)$ if $x \in \text{FreeVars}(B_i)$, for $i \in \{0, \ldots, n\}$

$$x \in \text{FreeVars}(A_i) \text{ iff } x \in \text{FreeVars}(B_i), \quad \text{for } i \in \{0, \ldots, n\} \quad (6)$$

(b) for all $g \in G$:

$$\text{den}(A_i)(g) = \text{den}(B_i)(g), \quad i \in \{0, \ldots, n\} \quad (7)$$

3 ETA-REDUCTION

In this section, at first, we present an example from natural language to motivate the usefulness of the additional $\eta$-rule, and then we introduce the $\eta$-rule and the extended reduction calculus.

**Example 3.1.** The detailed steps of rendering the sentence (8a) into a term, and its reduction to the canonical form (8b)–(8e), are given in (Loukanova, 2019b), as motivation for $\gamma$-reduction, which is more general and complex.
Kim hugs some dog \( \xrightarrow{\text{render}} A \ldots \) (8a)
\[
\text{cf}(A) \equiv_c [\lambda y_k \text{some}(d(y_k))(h(y_k))](k) \quad \text{where} \\
\{ k := \text{kim}, \\
h := \lambda y_k \lambda x_d \text{hugs}(x_d)(y_k), \\
d := \lambda y_k \text{dog} \} \\
\quad \text{(8e)}
\]
Then, by Theorem 3:
\[
\text{cf}(A) \not\equiv B \equiv_c [\lambda y_k \text{some}(d')(h(y_k))](k) \quad \text{where} \\
\{ k := \text{kim}, \\
h := \lambda y_k \lambda x_d \text{hugs}(x_d)(y_k), \\
d' := \text{dog} \} \\
\quad \text{(9d)}
\]
The term \( B \) in (9a)-(9b) is in a canonical form, but it is not algorithmically equivalent (referentially synonymous) to the term (8b)-(8e), by the reduction calculus of \( L^\omega_\Delta \). That is, these two terms are not algorithmically equivalent with respect to the strictest notion of algorithm introduced in (Moschovakis, 2006).

**Definition 2** (\( \eta \)-rule). Let \( A \) be a term in a canonical form:

\[
\begin{align*}
A &\equiv A_0 \text{ where } \{ \overrightarrow{p} := \overrightarrow{A}, \\
p_{n+1} := \lambda \nu A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \} \\
&\equiv A_0 \text{ where } \{ p_1 := A_1, \ldots, p_n := A_n, \\
p_{n+1} := \lambda \nu A_{n+1}, \\
q_1 := B_1, \ldots, q_k := B_k \} \\
&\quad \text{with } n \geq 0, k \geq 0, \text{ such that} \\
1. \nu : \sigma \text{ is a pure variable and } p_{n+1} : (\sigma \rightarrow \tau) \text{ is a recursion variable (location).} \\
2. \text{The explicit, irreducible term } A_{n+1} : \tau \text{ does not have any (free) occurrences of } \nu \text{ (and } p_{n+1}). \\
3. \text{All the occurrences of } p_{n+1} \text{ in } A_0, \overrightarrow{A}, \text{ and } \overrightarrow{B} \text{ are occurrences of the term } p_{n+1}(v), \text{ which are in the scope of } \lambda \nu \text{ (modulo appropriate renaming of } v). \\
\end{align*}
\]
Then, for any fresh recursion variable \( p'_{n+1} : \tau \)

\[
A_0 \text{ where } \{ \overrightarrow{p} := \overrightarrow{A}, \\
p_{n+1} := \lambda \nu A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \} \\
\Rightarrow \eta A_0 \{ p_{n+1}(v) := p'_{n+1} \} \text{ where } \{ \\
\overrightarrow{p} := \overrightarrow{A} \{ p_{n+1}(v) := p'_{n+1} \}, \\
p'_{n+1} := A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \{ p_{n+1}(v) := p'_{n+1} \} \} \\
\]
where, \( \overrightarrow{A} \{ p_{n+1}(v) := p'_{n+1} \} \) is the result of the replacement \( A \{ p_{n+1}(v) := p'_{n+1} \} \) of all occurrences of \( p_{n+1}(v) \) with \( p'_{n+1} \), in all terms \( A \), and \( \overrightarrow{B} \{ p_{n+1}(v) := p'_{n+1} \} \) is the result of the replacement \( B \{ p_{n+1}(v) := p'_{n+1} \} \) of all occurrences of \( p_{n+1}(v) \) with \( p'_{n+1} \), in all terms \( B \).

**Note:** In the \( \eta \)-rule and corresponding applications, for all \( i \in \{0, \ldots, n\} \) and \( j \in \{0, \ldots, k\} \), the replacements \( A_i \{ p_{n+1}(v) := p'_{n+1} \} \) and \( B_j \{ p_{n+1}(v) := p'_{n+1} \} \) are such that the occurrences of the term \( p_{n+1}(v) \) in \( A_i \) and \( B_j \) are in the scope of \( \lambda \nu \).

**Theorem 4** (Denotational Equivalence by \( \eta \)-rule). Let \( A \) be a term in a canonical form:

\[
A \equiv A_0 \text{ where } \{ \overrightarrow{p} := \overrightarrow{A}, \\
p_{n+1} := \lambda \nu A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \} \\
\quad \text{(n \geq 0) such that:} \\
1. v : \sigma \text{ is a pure variable and } p_{n+1} : (\sigma \rightarrow \tau) \text{ is a recursion variable.} \\
2. \text{The explicit, irreducible term } A_{n+1} : \tau \text{ does not have any (free) occurrences of } v \text{ (and } p_{n+1}). \\
3. \text{All the occurrences of } p_{n+1} \text{ in } A_0, \overrightarrow{A}, \text{ and } \overrightarrow{B} \text{ are occurrences of the term } p_{n+1}(v), \text{ which are in the scope of } \lambda \nu \text{ (modulo appropriate renaming of } v). \\
\]
Let \( p'_{n+1} : \tau \) be a fresh recursion variable, and \( A' \) be a term as in (13b) (by the \( \eta \)-rule):

\[
A \equiv [A_0 \text{ where } \{ \overrightarrow{p} := \overrightarrow{A}, \\
p_{n+1} := \lambda \nu A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \}] \\
\Rightarrow \eta A' \equiv [A_0 \{ p_{n+1}(v) := p'_{n+1} \} \text{ where } \\
\{ \overrightarrow{p} := \overrightarrow{A} \{ p_{n+1}(v) := p'_{n+1} \}, \\
p'_{n+1} := A_{n+1}, \\
\overrightarrow{q} := \overrightarrow{B} \{ p_{n+1}(v) := p'_{n+1} \} \} \\
\]

Then,

\[
A \not\equiv A' \\
\text{cf}(A') \equiv_c A' \\
\text{and, for all } g \in G, i \in \{0, \ldots, n\}, \text{ and } j \in \{1, \ldots, k\}, \text{ the following denotational equalities hold:} \\
\text{den}(A)(g) = \text{den}(A')(g) \quad \text{(15)}
\]
and:

\[
\text{den}(A)(g \{ \overrightarrow{p} := \overrightarrow{\tilde{p}}, \quad p_{n+1} := p_{n+1}, \\
\overrightarrow{q} := \overrightarrow{\tilde{q}} \}) \\
= \text{den} \left( A \{ p_{n+1}(v) := p'_{n+1} \} \right) (g \{ \overrightarrow{p} := \overrightarrow{\tilde{p}}, \\
p'_{n+1} := \overrightarrow{\tilde{p}}_{n+1}, \quad \overrightarrow{q} := \overrightarrow{\tilde{q}} \}) \quad \text{(16b)}
\]
and:
\[
\text{den}(B_j)(g(\overrightarrow{p} := \overrightarrow{p}', n_{p+1} := n_{p+1}, \overrightarrow{q} := \overrightarrow{q}'))
\]
\[
= \text{den} \left( B_j \{ p_{n+1}(v) := p'_{n+1} \} \right)(g(\overrightarrow{p} := \overrightarrow{p}', \overrightarrow{q} := \overrightarrow{q}'))
\]
where, for all \( i \in \{1, \ldots, n+1 \} \) and \( j \in \{1, \ldots, k \} \), the values \( p_i \in \mathbb{T}_\sigma, p'_i \in \mathbb{T}_\sigma, q_j \in \mathbb{T}_\tau, \) and \( q'_j \in \mathbb{T}_\tau \) are calculated by recursion on the rank of \( \overrightarrow{p}, p_{n+1}, \overrightarrow{p}', p'_{n+1}, \overrightarrow{q}, \overrightarrow{q}' \).

**Proof.** The proof is long, by induction on the rank values, and is not in the subject of this paper. \( \square \)

**Definition 3** \((\eta\text{-reduction})\). The \( \eta\text{-reduction} \) relation in \( L_\lambda^\eta \) is the smallest relation \( \Rightarrow^\eta_\lambda \) between \( L_\lambda^\eta \)-terms, such that:

1. For any \( L_\lambda^\eta \)-terms \( A \) and \( B \), if \( \text{cf}(A) \Rightarrow^\eta_\lambda B \), then \( A \Rightarrow^\eta_\lambda B \) \((\eta\text{-red})\)
2. \( \Rightarrow^\eta_\lambda \) is closed under transitivity, congruence, and is compositional with respect to term formation rules, i.e.:

**Transitivity** If \( A \Rightarrow^\eta_\lambda B \) and \( B \Rightarrow^\eta_\lambda C \), then \( A \Rightarrow^\eta_\lambda C \) \((\eta\text{-tr})\)

**Congruence** If \( A \equiv^\eta_\lambda B \), then \( A \Rightarrow^\eta_\lambda B \) \((\eta\text{-cong})\)

**Compositional**
- If \( A \Rightarrow^\eta_\lambda A' \) and \( B \Rightarrow^\eta_\lambda B' \), then \( (A)(B) \Rightarrow^\eta_\lambda (A')(B') \) \((\eta\text{-rep1})\)
- If \( A \Rightarrow^\eta_\lambda B \), then \( \lambda u(A) \Rightarrow^\eta_\lambda \lambda u(B) \) \((\eta\text{-rep2})\)
- If \( A_i \Rightarrow^\eta_\lambda B_i \) for \( i = 0, \ldots, n \), then \( A_0 \{ p_1 := A_1, \ldots, p_n := A_n \} \Rightarrow^\eta_\lambda B_0 \) where \( p_i := B_1, \ldots, p_n := B_n \) \((\eta\text{-rep3})\)

**Definition 4** \((\eta\text{-equivalence relation} \approx^\eta_\lambda)\). For any \( L_\lambda^\eta \)-terms \( A \) and \( B \)
\[
A \equiv^\eta_\lambda B \iff \text{for some } C, \text{ cf}(A) \Rightarrow^\eta_\lambda C \text{ and } C \approx^\eta_\lambda B
\]

**Corollary 1.** For any \( L_\lambda^\eta \)-terms \( A \) and \( B \),

1. if \( A \Rightarrow^\eta_\lambda B \), then \( \text{den}(A) = \text{den}(B) \)
2. if \( A \approx^\eta_\lambda B \), then \( \text{den}(A) = \text{den}(B) \)

**Proof.** (1) is proved by induction on the definition of the \( \Rightarrow^\eta_\lambda \). Then, (2) follows by the Definition 4 of \( \approx^\eta_\lambda \). \( \square \)

**Corollary 2.** There exist (many) \( L_\lambda^\eta \)-terms \( A, B, \) and \( C \) such that
\[
A \Rightarrow B \Rightarrow^\eta_\lambda C \Rightarrow A \Rightarrow B \Rightarrow^\eta_\lambda C
\]
while \( C \not\Rightarrow B \) and \( C \not\Rightarrow^\eta_\lambda A \)

**4 USEFULLNESS OF THE ETA-RULE**

In this section, we present some arguments for the use of \( \eta\text{-rule} \) and \( \eta\text{-reduction} \), for existing and potential applications.

**Maintenance of Essential Algorithmic Computations.** While the equalities \((15), (16a), (17a)\) are about denotations, they do not use the denotational traditional \( \beta \)-conversion or any other syntactical manipulations over the terms \( A \) and \( A' \), except the \( \eta\text{-rule} \) for \( A \Rightarrow^\eta_\lambda A' \).

**Preservation of Algorithmic Structure.** The \( \eta\text{-rule} \) preserves very closely the computational structure of the term \( A \) in a canonical form. The term \( A' \), which is such that \( A \Rightarrow^\eta_\lambda A' \), is also in a canonical form, with parts that are almost the same as the corresponding parts of \( A \), with the exception of the replacements \( \{ p_{n+1}(v) := p'_{n+1} \} \) and \( \lambda v \) from the term part of \( p_{n+1} := \lambda v A_{n+1} \) to the term part of \( p'_{n+1} := A_{n+1} \).

The where assignments formalise some essentials of object declarations in object oriented programming languages, and in general, of function declarations in programming languages.

The equalities of the denotations of the corresponding parts, given in \((16a)-(16b)\) and \((17a)-(17b)\), are proved by recursion on rank. The denotations of the parts may, in general, strictly depend on the values of the recursion variables that have lesser rank. The denotational equality of the corresponding parts, e.g., of \( A_i \) and \( A_i \{ p_{n+1}(v) := p'_{n+1} \} \), in \((20a)-(20b)\), holds for the variable assignment \( g \) due to its update for the local variables within the scope of where, which are constrained by the recursion assignments.

\[
\text{den}(A_i)(g(\overrightarrow{p} := \overrightarrow{p}', n_{p+1} := n_{p+1}, \overrightarrow{q} := \overrightarrow{q}'))
\]
\[
= \text{den} \left( A_i \{ p_{n+1}(v) := p'_{n+1} \} \right)(g(\overrightarrow{p} := \overrightarrow{p}', \overrightarrow{q} := \overrightarrow{q}'))
\]

The recursion variables \( \overrightarrow{p} \), \( p_{n+1}, \overrightarrow{q}, p'_{n+1}, \overrightarrow{q}, q' \), are bound, i.e., constrained to the values determined by the assignments in the scope of where. In case that \( \text{rank}(p_i) > \text{rank}(p_{n+1}) \), the value \( \text{den}(A_i)(g) \) of the part \( A_i \) can depend on the value of \( p_{n+1} \), and respectively, \( \text{den} \{ p_{n+1}(v) := p'_{n+1} \} (g) \) on the value of \( p'_{n+1} \). Without the constraints \( p_{n+1} := \lambda v A_{n+1} \) and \( p'_{n+1} := A_{n+1} \), a variable assignment \( g \) can be such that for some \( a \in \mathbb{T}_\sigma, g(p_{n+1})(a) \neq g(p'_{n+1})(a) \). Then, without the specified update of \( g \), outside the scope of
where, i.e. outside the local system of assignments, it is possible that \( \text{den}(A_i)(g) \neq \text{den}(A_i(p_{n+1}(v) \equiv p'_{n+1}))(g) \). 

**Local Scope of Recursion Operator.** We explain the role of the local scope of the recursion operator designated by the constant where.

Let us consider again the terms in Example 3.1. The corresponding parts, which are subject of the \( \eta \)-rule, \( \lambda y_k\{\text{some}(d(y_k))(h(y_k))\} \), of the term (8b)–(8e), and \( \lambda y_k\{\text{some}(d')(h(y_k))\} \), of (9a)–(9b), depend on the values of \( d \) and \( d' \), respectively. The denotations of these terms are equal only within the local scopes of where, with the variable assignment updated, i.e., constrained by the corresponding assignments \( d := \lambda y_k\text{dog} \) and \( d' := \text{dog} \). Without these constraints, it is possible that, for some \( g \in G \), we have the denotational inequality in (21a)–(21b):

\[
\text{den}\left(\lambda y_k\{\text{some}(d(y_k))(h(y_k))\}\right)(g) \neq \text{den}\left(\lambda y_k\{\text{some}(d')(h(y_k))\}\right)(g)
\]

(21a)

(21b)

because \( g(d) \in \mathcal{T}_{(\bar{\eta} \rightarrow \bar{\eta} \rightarrow \bar{\eta})} \) and \( g(d') \in \mathcal{T}_{\bar{\eta} \rightarrow \bar{\eta}} \) can be any objects in these domains. For example, \( (g(d))(k) \) can depend on \( a \), and it is possible that there is some \( k \in \mathbb{T}_\mathcal{E} \), such that \( (g(d))(k) \neq (g(d')) \) so that, the following holds:

\[
\text{den}\left(\lambda y_k\{\text{some}(d(y_k))(h(y_k))\}\right)(k) \neq \text{den}\left(\lambda y_k\{\text{some}(d')(h(y_k))\}\right)(k)
\]

(22a)

(22b)

Then, from (22a) by the denotation function, \( \text{den} \), we have (23a).

\[
I\left(\text{some}\right)\left(\left(g(d)\right)(k)\right)\left(\left(g(h)\right)(k)\right) \neq I\left(\text{some}\right)\left(\left(g(d')\right)(k)\right)\left(\left(g(h)\right)(k)\right)
\]

(23a)

(23b)

For all variable assignments \( g \) in a given semantic structure \( \mathfrak{I} \), we get \( \text{den}(A)(g) = \text{den}(A')(g) \), because the recursion variables \( \vec{p}^i, p_{n+1}, \vec{p'}, p'_{n+1}, \vec{q}, q' \), are bound, i.e., constrained to the values determined by the assignments in the scope of where. The term \( A \) carries the binding constraints together with the scope of where.

Theorem 4 is not just about denotational semantics of terms related by the \( \eta \)-rule. Many different terms (as in many formal languages) have the same denotations. Some manipulations and operators over terms, do not preserve denotations, i.e., they may produce new terms that have different denotations from the original terms over which they operate. While the \( \eta \)-rule does not preserve the original, strict algorithmic steps, i.e., the referential intension. Theorem 4 proves that the \( \eta \)-rule, applied on a canonical form \( \text{cf}(A) \), preserves its denotational semantics, by minimal divergence from the algorithmic steps determined by the original canonical form \( \text{cf}(A) \) on which it is applied. This additional reduction is useful for various tasks, e.g., in translations between NL expressions and generation of NL from semantic representations. Theorem 4 extended to the \( \eta \)-equivalence by Corollary 1 shows that the \( \approx_\eta \) equivalence is one of the many equivalence relations between terms, which is stronger than denotational equality and weaker than referential synonymy.

## 5 EXISTING AND POTENTIAL APPLICATIONS

In this section, we point to existing and potential applications of the Type-Theory of Acyclic Recursion \( L^\omega_{\eta} \), in areas that are within the subareas of Artificial Intelligence (AI). The reduction calculus of \( L^\omega_{\eta} \) extended to \( \eta \)-reduction is useful in such applications, for reducing algorithmic complexity.

- programming languages: for algorithmic (procedural) semantics of programming languages
- compiler programming languages: for automatic conversion of recursive programs into iterative programs, where the reduction calculus is build into parts of compilation processing
- algorithm specifications with higher-order type theory of algorithms
- data science / database
- Computational Semantics (Loukanova, 2016)
- Syntax-Semantics Interface in NLP, computational grammar, and lexicon of human language (Loukanova, 2019d; Loukanova, 2019a)
- Language Processing / Technology
- Computational Neuroscience (Loukanova, 2017)

## 6 OUTLOOK AND FUTURE WORK

We have formulated the \( \eta \)-rule to simplify the canonical forms in some cases with occurrences of vacuous \( \lambda \)-abstractions and corresponding functional applications, by preserving all other structural components
of the canonical terms. The proof of Theorem 4 involves details of general canonical forms and induction steps. It demonstrates what part of a canonical form is reduced, by inessential divergence from the strictest referential synonymy of the entire term. It demonstrates that the replacements preserve the denotation of the entire term.

The presented η-rule has applications to computational semantics of human languages and to semantics of programs and compilers. Replacements based on the η-rule are not always possible because there are intervening (algorithmic) structures. The effect of a general β-replacement would have been like reversing iteration to recursive program interpreter. Something like a compiler that translates a program with recursion (i.e., a L^\omega terms) to a program with recursion (i.e., a L^\omega term) to a program with induction, and then finds functional components that compute constant functions (not depending on inputs), and in attempts to provide the constant value, without using the "vacuous" function applications, is reversing the tail recursion into recursion. The presented η-rule avoids this.

In the analyses of certain classes of human language expressions, at least those that we have covered in recent work, the η-rule provides simplification of canonical terms that are otherwise irreducible.
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