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Abstract: Aspect Based Sentiment Analysis (ABSA) is receiving growing attention from the research community because it has applications in several real world use cases. To train deep learning models for ABSA in vertical domains may result a laborious process requiring a significative human effort in creating proper training sets. In this work we present initial studies regarding the definition of an easy-to-use, flexible, and reusable weakly-supervised method for the Aspect Sentence Classification task of ABSA. Our method mainly consists in a process where templates of Labeling Functions automatically annotate sentences, and then the generative model of Snorkel constructs a probabilistic training set. In order to test effectiveness and applicability of our method we trained machine learning models where the loss function is informed about the probabilistic nature of the labels. In particular, we fine-tuned BERT models on two famous disjoint SemEval datasets related to laptops and restaurants.

1 INTRODUCTION

Aspect Based Sentiment Analysis (ABSA) is a Natural Language Processing (NLP) problem that is receiving growing attention from the research community because it can be productively used in many different real world use cases (Hu and Liu, 2004). For example, ABSA enables extracting relevant features, along with buyers opinions, from product reviews available online.

The battery gets so hot it is scary.

All the food was hot tasty.

Figure 1: Examples of aspects and related sentiments.

ABSA comes in two mainly variants (Pontiki et al., 2014), one of these provides for two subtasks which are Aspect Extraction (AE) and Aspect Sentiment Classification (ASC). Figure 1 shows two sentences extracted from laptops and restaurants domains, respectively. Aspects are highlighted in blue, AE takes care of retrieving them from sentences. Instead, ASC identifies the polarity of terms referred to the aspect and that express a sentiment/opinion. ABSA is a difficult problem to address in multiple domains because an opinion term that could be positive for a domain may be not for another.

For example, in Figure 1, the term “hot” expresses a Negative opinion about the aspect “battery”, whereas the same term referred to the aspect “food” assumes a Positive connotation. A battery that gets hot is not desirable, while a hot tasty food is good.

In last years ABSA methods based on deep learning are becoming mainstream. Deep learning automates the feature engineering process. Since 2012, when AlexNet (Krizhevsky et al., 2012) won the ImageNet Large Scale Visual Recognition Competition$^1$, deep neural network architectures have contaminated also the NLP area, becoming the state of the art for many tasks in this field (Devlin et al., 2019; Yang et al., 2019) comprised ABSA (Xu et al., 2019; Rietzler et al., 2019). Despite such a success, developing enterprise-grade deep learning-based applications still pose many challenges. In particular, deep
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learning models are often hungry for data, as they are rich of parameters. Leveraging supervised learning methods to train these models requires a large amount of annotated examples. Such training sets are enormously expensive to create, especially when domain expertise is required. Moreover, the specifications of a system often change, requiring the re-labeling of the datasets. Therefore, it is not always possible to rely on subject matter experts for labeling the data. This is one of the most costly bottlenecks to a wide and pervasive adoption of deep learning methods in real world use cases. Hence, alleviating the cost of human annotation is a major issue in supervised learning.

To tackle this problem, vary approaches such as: transfer learning, semi-supervised learning, where both unsupervised and supervised learning methods are exploited, and weak supervision have been proposed. Transfer learning methods such as (Ding et al., 2017; Wang and Pan, 2018) rely on the fact that a model trained on a specific domain (source) can be exploited to do the same task on another domain (target), thus reducing the need for labeled data in the target domain.

One of the most important example of semi-supervised learning, recently appeared in literature, is Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2019) that strongly reduces the volume of needed labeled data. BERT is a model that provides strong contextual word embeddings learned in an unsupervised way by training on large text corpora. But BERT is also a generic deep learning architecture for many NLP tasks because it can be fine-tuned in a supervised way in order to learn various downstream NLP tasks. The idea behind fine-tuning is that most of the features have already been learned and the model just needs to be specialized for the specific NLP task. This way, fine-tuning BERT for a specific NLP problem, such as ABSA, requires much less annotated data than learning the entire task from scratch.

Weak supervision simplifies the annotation process in order to make it more automatic and scalable, even though less accurate and noisier. Weak supervised methods rely on several different data annotation techniques such as the use of heuristics, distant learning, pattern matching, weak classifiers and so on. Recently, (Ratner et al., 2016) proposed data programming as a paradigm for semi-automatic datasets labeling, and Snorkel (Ratner et al., 2017) the system that implements it. Data programming is based on the concept of Labeling Functions (LFs), where LFs are procedures that automatically assign labels to data on the base of domain knowledge embedded in form of annotation rules. (Bach et al., 2019) at Google extended Snorkel in order to achieve better scalability and knowledge base re-usability for enterprise-grade training sets labeling.

In this paper we propose a weakly-supervised approach to the ASC task in ABSA problems. In our approach we leverage BERT fine-tuning method for sentiment classification as in (Xu et al., 2019), and Snorkel (Ratner et al., 2017) to apply data programming principles to reviews. The main contributions of this work are:

- The definition of a set of easy-to-use, flexible, and reusable LFs templates that make viable the weakly-supervised method for the ASC task;
- The experimental evaluation of the generality, effectiveness, and robustness of the weakly-supervised method proposed in (Ratner et al., 2017) when applied to complex problems like the ASC task.

In order to prove the flexibility and the robustness of our approach we tested it on two disjoint domains, laptops and restaurants. In particular we used the datasets of SemEval task 4 subtask 2 (Pontiki et al., 2014). Finally, we compared the obtained results with those of supervised learning methods. Results appear remarkable for a weakly supervised system. They show that our approach can be used for practical purpose on multiple domains.

The rest of this paper is organized as follows: in Section 2 we introduce a list of ABSA works that try to reduce the need for human effort; in Section 3 we present our method in terms of LFs template we have defined; in Section 4 the experiments carried out and the results obtained are shown and discussed; finally, in Section 5 conclusions are drawn and the future work is presented.

2 RELATED WORK

While there is a large corpus of scientific papers related to the ABSA problem, to the best of our knowledge there are very few works that propose the application of weak-supervision methods to ABSA. (Pablos et al., 2014) uses some variations of (Qiu et al., 2009) and (Qiu et al., 2011) to perform AE and ASC.

In (Pablos et al., 2015) the AE task is done by bootstrapping a list of candidate domain aspect terms and using them to annotate the reviews of the same domain. The polarity detection is performed using a polarity lexicon exploiting the Word2Vec model (Mikolov et al., 2013) for each domain (however the task is a bit different from ASC, they classify Entity-Attribute pair, where Entity and Attribute belong to
predefined lists, e.g. food, price, location for Entity and food-price, food-quality for Attribute).

(Pablos et al., 2018) presents a fully “almost unsupervised” ABSA system. Starting from a customer reviews dataset and a few words list of aspects they extract a list of words per aspect and two lists of positive and negative words for every selected aspect. It is based on a topic modelling approach combined with continuous word embeddings and a Maximum Entropy classifier.

(Purpura et al., 2018) performs the AE phase with a topic modeling technique called Non-negative Matrix Factorization. It allows the user to embed a list of seed words to guide the algorithm towards more significant topic definition. The ASC is done by using a list of positive and negative words, with a few sentiment terms for each topic. This list is then extended with the Word2Vec model (Mikolov et al., 2013).

In (Peregrin et al., 2019) aspect and opinion lexicons are extracted from an unsupervised dataset belonging to the same domain as the target domain. The process is initialized with a seed lexicon of generic opinion terms. New aspect and opinion terms are extracted by using the dependency rules proposed in (Qu et al., 2011). The opinion lexicon is then filtered and scored while the aspect lexicon can be modified by hand in a weak supervised manner. ASC is performed on a target domain by detecting a direct or second-order dependency relation of any type between aspect-opinion pairs.

All related works are specifically designed for ABSA and leverage low level techniques. We propose a more high level approach, easy to extend, that simplifies and automates the annotation of sentiment terminology making the ASC task easily applicable in multiple domains. Moreover, the nature of our approach allows using any discriminative model. In particular, it allows taking advantage of deep learning models that have reached the state of the art on NLP tasks.

3 WEAK SUPERVISION FOR ASC

Our intent is to address the ASC task in a weakly-supervised way. For the scopes of this paper we assume that the AE task has already been done. So, we have as input a dataset composed of sentence-aspect pairs. This kind of dataset can be built in many ways. Sentences can be easily extracted from reviews with a sentence splitter. Aspects can also be retrieved with different approaches, see (Pablos et al., 2018; Peregrin et al., 2019) for some examples.

Our weak-supervision method, specifically designed for the ASC task of the ABSA problem, is grounded on data programming (Ratner et al., 2016) that is a weak-supervised paradigm based on the concept of Labeling Functions (LFs), where LFs are procedures, designed by data scientists and/or subject matter experts, that automatically assign labels to data on the base of domain knowledge embedded in form of annotation rules.

More in detail, our method consists in a set of predefined, easy-to-use, and flexible LFs capable of automatically assigning a sentiment to sentence-aspect pairs. The method is based on the ideas that: (i) it must require minimum NLP knowledge to the user, and (ii) it must be usable in multiple domains with minimal effort for domain adaptation.

One of the most important characteristic of data programming is that LFs are noisy (e.g. different LFs may label same data in different ways, LFs can label false positive examples). In this paper, in order to deal with the ASC task of ABSA problems by data programming, we used the Snorkel system (Ratner et al., 2017) that enables handling the entire life-cycle of data programming tasks. Once LFs have been written, Snorkel applies them to data and automatically learns a generative model over these LFs which estimates their accuracy and correlations, with no ground-truth data needed. It is noteworthy that Snorkel applies LFs as a generative process which automatically de-noises the resulting dataset by learning the accuracy of the LFs along with their correlation structure. Thus, the output of this process is a training set composed of probabilistic labels that can be used as input for deep learning algorithms that have to use a noise-aware loss function.

In our weak-supervised method LFs take as input pairs having the form $<s,a>$ where $s$ is a sentence and $a$ is an aspect, and return triples having the form $<s;a;l>$ where $s$ and $a$ are the sentence and the aspect in input respectively, and $l \in \{\text{Positive}, \text{Negative}, \text{Neutral}\} \cup \{\text{Abstain}\}$ is the label in output. In fact, a LF can choose to abstain if it doesn’t have sufficient information to assign a sentiment. The following pseudo-code shows the structure of a LF in our method.

A fundamental step of the annotation process in each LF is to chunk the text in input. So, every sentence in input to a LF is analyzed by chunker(s). To implement chunker(s) we leverage the Stanford CoreNLP Parser (Manning et al., 2014). chunker(s) returns a list of chunks belonging to two different types: $\text{NP}$ and $\text{VP}$. To assign tokens of a sentence to $\text{NP}$ and $\text{VP}$ we use the following strategy in traversing the parse tree: all the tokens around a $\text{NP}$ tag are assigned to a $\text{NP}$ chunk, until we meet a $\text{VP}$ tag. Considering the encountered $\text{VP}$ tag all the
tokens around it are assigned to a $\mathcal{VP}$ chunk until we meet another $NP$ tag and so on.

INPUT: <s;a>
OUTPUT: <s;a;l>
BEGIN METHOD:
C := chunker(a)
if a belongs to a chunk in C and
a is the longest aspect for that chunk:
D := dependency_parser(C, a)
L := labeling(D)
return <s;a;l>
return <s;a;Abstain>
END METHOD

It is noteworthy that if tokens of an aspect $a$, of a given pair $<s; a>$, span over multiple $NP$ or $\mathcal{VP}$ chunks the LF assigns the $Abstain$ label to the pair. Moreover, if in a chunk $c$ there are more than one aspect the LF considers the aspect having maximum number of tokens to try to assign the polarity label and assigns the $Abstain$ label to other aspects in the same chunk. This behavior avoids introducing too much noise in the labeling process.

When conditions about the aspect $a$ are verified, the LF calls the $dependency_parser(C, a)$ method. As dependency parser we use the Stanford CoreNLP (Manning et al., 2014). $dependency_parser(C, a)$ assigns to $d$ the chunk that contains the aspect $a$ and all those chunks that have a direct parsing dependency of some kind with it.

The method $labeling(D)$ assigns a label $l$ to the pair $<s; a>$ by evaluating sentiments of chunks in $D$. To compute sentiment polarity of chunks in $D$ we adopt already trained external sentiment analyzers. In particular, we use Stanford CoreNLP (Manning et al., 2014), TextBlob\(^2\), NLTK (Bird, 2006), and Pattern\(^3\).

We adopt two strategies in assigning labels. In the first strategy we compute the polarity of each single chunk in $D$. If all chunks have the same polarity the method returns the corresponding label. If chunks have mixed $Positive$ and $Negative$ polarity the method returns the $Abstain$ label. When there are $Neutral$ chunks mixed with at least one $Positive$ chunk the method returns the $Positive$ label, and the same happens for mixed $Neutral$ and $Negative$ chunks. The second strategy consists in appending chunks in $D$ to compute the global polarity of the resulting text string. In this case the method simply returns the polarity $l$ where $l \in \{Positive, Neutral\}$. Considering the two different strategies and the four sentiment analyzers the approach includes a total of 8 LFs.

It is noteworthy that these labeling function templates are conceptually simple and powerful because they enable everyone to reuse existing knowledge embedded in already available NLP tools to create new training sets. Table 1 and Table 2 show statistics about the LFs when applied to laptops and restaurants datasets, respectively. In particular, columns of the tables represent coverage, overlaps, conflicts, and empirical accuracy of LFs when they are executed to a small number (150) of manually labeled examples called dev set. Rows in the tables correspond to the eight LFs we defined by using NLP tools and strategies described above, where each row of the tables contains values computed for a specific labeling function.

Experiments on laptops in Table 1 show that LFs have about 77% of coverage and 50% of empirical accuracy, while Table 2 shows that restaurants have a coverage of about 69% and empirical accuracy of 50%. Results on coverage and empirical accuracy suggest that defined LFs work properly and can be used to annotate the two datasets.

The result of the labeling process is a matrix of labels $\Lambda \in (\{Positive, Neutral\} \cup \{Abstain\})^{m \times n}$, where $m$ is the cardinality of the training set and $n$ is the number of LFs. This matrix is the input of the Snorkel generative model. Such model produces a list of probabilistic training labels $\mathcal{\tilde{y}} = (\tilde{y}_1, ..., \tilde{y}_m)$, where each $\tilde{y}_i \in \mathbb{R}^3$ is a probability distribution over the classes $\{Positive, Negative, Neutral\}$. This probabilistic dataset is the input of discriminative models that use noise-aware loss functions.

4 EXPERIMENTS

In this section we describe experiments aiming to verify effectiveness and robustness of our weak-supervision method for the ASC task. To carry out experiments we used discriminative models proposed in (Xu et al., 2019). Such models are obtained by post-training BERT (Devlin et al., 2019) a deep learning architecture based on Transformers (Vaswani et al., 2017). BERT is pre-trained on Wikipedia and BooksCorpus dataset (Zhu et al., 2015) and is currently widely used in many models that reach the state of the art in several NLP tasks.

Post-training enables injecting into BERT the missing domain knowledge. (Xu et al., 2019) shows

\footnotesize
\(^2\)https://textblob.readthedocs.io/
\(^3\)https://www.clips.uantwerpen.be/pages/pattern-en/
Table 1: LFs application stats on laptops domain.

<table>
<thead>
<tr>
<th>LF</th>
<th>Coverage</th>
<th>Overlaps</th>
<th>Conflicts</th>
<th>Emp. Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(StanfordCoreNLP, FirstStrategy)</td>
<td>0.7667</td>
<td>0.7667</td>
<td>0.5267</td>
<td>0.5478</td>
</tr>
<tr>
<td>(StanfordCoreNLP, SecondStrategy)</td>
<td>0.7933</td>
<td>0.7933</td>
<td>0.5333</td>
<td>0.5804</td>
</tr>
<tr>
<td>(TextBlob, FirstStrategy)</td>
<td>0.7400</td>
<td>0.7400</td>
<td>0.4867</td>
<td>0.4775</td>
</tr>
<tr>
<td>(TextBlob, SecondStrategy)</td>
<td>0.7933</td>
<td>0.7933</td>
<td>0.5333</td>
<td>0.5042</td>
</tr>
<tr>
<td>(NLT, FirstStrategy)</td>
<td>0.7533</td>
<td>0.7533</td>
<td>0.4913</td>
<td>0.4956</td>
</tr>
<tr>
<td>(NLT, SecondStrategy)</td>
<td>0.7933</td>
<td>0.7933</td>
<td>0.5333</td>
<td>0.4874</td>
</tr>
<tr>
<td>(Pattern.en, FirstStrategy)</td>
<td>0.7467</td>
<td>0.7467</td>
<td>0.4913</td>
<td>0.4821</td>
</tr>
<tr>
<td>(Pattern.en, SecondStrategy)</td>
<td>0.7933</td>
<td>0.7933</td>
<td>0.5333</td>
<td>0.4790</td>
</tr>
</tbody>
</table>

Table 2: LFs application stats on restaurants domain.

<table>
<thead>
<tr>
<th>LF</th>
<th>Coverage</th>
<th>Overlaps</th>
<th>Conflicts</th>
<th>Emp. Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(StanfordCoreNLP, FirstStrategy)</td>
<td>0.6200</td>
<td>0.6200</td>
<td>0.3867</td>
<td>0.4946</td>
</tr>
<tr>
<td>(StanfordCoreNLP, SecondStrategy)</td>
<td>0.6800</td>
<td>0.6800</td>
<td>0.4200</td>
<td>0.3882</td>
</tr>
<tr>
<td>(TextBlob, FirstStrategy)</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.4017</td>
<td>0.5100</td>
</tr>
<tr>
<td>(TextBlob, SecondStrategy)</td>
<td>0.6800</td>
<td>0.6800</td>
<td>0.4200</td>
<td>0.3998</td>
</tr>
<tr>
<td>(NLT, FirstStrategy)</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.4113</td>
<td>0.3900</td>
</tr>
<tr>
<td>(NLT, SecondStrategy)</td>
<td>0.6800</td>
<td>0.6800</td>
<td>0.4200</td>
<td>0.4098</td>
</tr>
<tr>
<td>(Pattern.en, FirstStrategy)</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.4047</td>
<td>0.5100</td>
</tr>
<tr>
<td>(Pattern.en, SecondStrategy)</td>
<td>0.6800</td>
<td>0.6800</td>
<td>0.4200</td>
<td>0.5000</td>
</tr>
</tbody>
</table>

that post-training the model on a specific domain contributes to performances improvement. The model resulting from the post-training is finally fine-tuned for the downstream task. Post-training is the foundation for state-of-the-art ASC methods (Rietzler et al., 2019).

Figure 2 shows the input and the output of BERT for the ASC task. First of all the sentence and the aspect in input are tokenized by the WordPiece algorithm (Wu et al., 2016). Hence, $q_1, \ldots, q_m$ is the embedding of an input aspect with $m$ tokens and $d_1, \ldots, d_n$ is the embedding of an input sentence with $n$ tokens. [CLS] and [SEP] are two special tokens. [CLS] is used for classification problem and $h(\text{CLS})$ is the aspect-aware representation of the whole input through BERT (for further detail see (Devlin et al., 2019)). The [SEP] token is used to separate two different inputs.

Discriminative models like BERT have to be informed about the probabilistic nature of the training set resulting from our weak-supervision method. Hence, we use a noise-aware loss function. The cross-entropy function fits perfectly for this purpose, because it measures the discrepancy between a true probability distribution and an estimated distribution ($p$ and $q$ respectively in Equation 1).

$$H(p, q) = - \sum_{x \in X} p(x) \log q(x)$$

### 4.1 Dataset

In order to test the robustness of our method and to compare the results with those of supervised algorithms, we chose two datasets belonging to SemEval task 4 subtask 2 (Pontiki et al., 2014) (SemEval from now), and coming from disjoint domains, i.e. laptops and restaurants.

Each dataset is already split in training, development, and test set. The number of examples for each set is shown in Table 3. Each partition was hand-labeled by subject matter experts with labels within the set $\{\text{Positive}, \text{Negative}, \text{Neutral}\}$.

In our experiments, we replaced original annotations in the training sets with probability distributions computed by Snorkel generative models. We used the dev set for tuning the LFs and the hyper-parameters of the generative models.
The hyperparameters of the generative models were searched through grid search. To tune the hyperparameters we used the dev sets of SemEval. Let’s introduce the triple $<e; lr; o>$ in order to denote a search configuration, where $e \in \{100, 200, 500, 1000, 2000\}$ is the number of epochs, $lr \in \{0.01, 0.001, 0.0001\}$ is the learning rate and $o \in \{sgd, adam, adamax\}$ is the optimizer.

The best configuration for laptops domain is $<100; 0.01; adamax>$. With these settings the generative model applied to SemEval produced a dataset of 1702 probabilistic examples on laptops. Best results for restaurants domain are obtained with $<100; 0.001; adamax>$. The cardinality of the probabilistic dataset produced by Snorkel on restaurants is 2471.

Table 4 shows the number of examples for each label. Because the labels are probabilistic, we report the class with highest probability for every training example.

Restaurants training set produced by Snorkel results unbalanced. In order to balance it we limit the number of Positive and Neutral examples to 700. Results discussed in the next section are computed by averaging the metrics of 10 models trained with Positive and Neutral examples obtained by different sampling strategies.

Table 4: Number of most probable examples for each label.

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laptops</td>
<td>627</td>
<td>448</td>
<td>627</td>
</tr>
<tr>
<td>Restaurants</td>
<td>1371</td>
<td>301</td>
<td>792</td>
</tr>
<tr>
<td>Restaurants (sampled)</td>
<td>700</td>
<td>301</td>
<td>700</td>
</tr>
</tbody>
</table>

As in (Xu et al., 2019) we trained a simple softmax classifier whose output belongs to $\mathbb{R}^3$ ($3$ is the number of polarities) on top of BERT post-trained models. We fine-tuned the discriminative models for 4 epochs using a batch size of 32 and the Adam optimizer with a learning rate of $3e-5$. Results are obtained by averaging 10 runs sampling the mini-batches differently.

### 4.3 Results and Discussion

The following tables show the results of accuracy and macro F1 on laptops and restaurants domains. On the left there are the names of fine-tuned models, where XU-150, XU-300, XU-450 are the models obtained by fine-tuning (Xu et al., 2019) with 150, 300, and 450 hand-labeled examples respectively belonging to the SemEval training set. The examples were randomly extracted to obtain balanced datasets. In particular, we sampled the train set 10 times averaging the results. XU-Weak is the model trained with probabilistic labels computed by our weak-supervision method.

#### Table 5: Results of the experiments on laptops.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>XU-150</td>
<td>57.71</td>
<td>52.00</td>
</tr>
<tr>
<td>XU-300</td>
<td>71.59</td>
<td>68.00</td>
</tr>
<tr>
<td>XU-Weak</td>
<td>69.36</td>
<td>65.37</td>
</tr>
</tbody>
</table>

#### Table 6: Results of the experiments on restaurants.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Macro F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>XU-150</td>
<td>48.62</td>
<td>39.15</td>
</tr>
<tr>
<td>XU-300</td>
<td>69.49</td>
<td>60.79</td>
</tr>
<tr>
<td>XU-450</td>
<td>77.93</td>
<td>67.57</td>
</tr>
<tr>
<td>XU-Weak</td>
<td>75.39</td>
<td>67.33</td>
</tr>
</tbody>
</table>

Results in Table 5 and Table 6 suggest that the usage in discriminative models of automatically labeled probabilistic examples is promising. Furthermore, our initial experiments suggest that we can easily scale the number of labeled examples needed to get better performances. In particular, our method constitutes a way to deal with real world use cases where the dimension of hand-labeled labeled training sets may become a bottleneck for the implementation of ASC models.

Experimental results seem, also, to confirm that the approach can be easily used cross-domain. However, further experiments on bigger datasets are required to completely assess these initial intuitions.

Best results are obtained on restaurants domain. This could be due to the fact that the restaurants model was post-trained for more epochs and with more examples in (Xu et al., 2019).

Our goal has been to offer an easy-to-use alternative to manual labeling in cross-domain usage of discriminative models for the ASC task. Our method is ready-to-use, it just needs a few labeled examples (we only used 150 examples belonging to SemEval dev sets) in order to tune the Snorkel generative model. It is very useful when applied to many different domains with lots of unlabeled data.
5 CONCLUSIONS AND FUTURE WORK

In this work we proposed a weak-supervised approach to the ASC task. We developed a method that exploits the data programming paradigm in order to address the problem. We tested the method on two disjoint domains, laptops and restaurants. We tuned a Snorkel generative model for each domain and used them to label the data in a probabilistic manner. Resulting probabilistic training sets were used to fine-tune discriminative models proposed in (Xu et al., 2019) that were previously post-trained with unlabeled domain data.

The experiments we carried out offer many hints for future work. In particular, obtained results suggest that the approach can be used cross-domain. We plan to perform more experiments on larger datasets in order to confirm initial intuitions. Our future work will be focused on real world datasets to perform extensive experiments on scalability and performances of the method we have proposed in this paper. Moreover, we will improve the method by defining further LFs templates while maintaining its simplicity.
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