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Abstract: We report the first steps in investigating how we can use AI to study contemporary painting practices and viewer experiences, focusing in particular on the work of Luc Tuymans. We review first various possible aspects of painting that could be studied and point to some relevant AI techniques to do so. Then we zoom in on one specific topic: How is a viewer guided to the focal point of the painting. This is not purely a matter of visual perception but also of interpretation and meaning making. Painters deliberately create focal points based on sophisticated knowledge of human perception and interpretation. Inspired by their insights and practices we can use AI research to unpack the process and thus provide a more insightful characterization of how paintings are perceived and made, compared to statistically derived embeddings. We argue that profound challenges must still be overcome before AI systems handle the identification of focal points, let alone arrive at the rich interpretations human viewers construct of paintings or other types of art works.

1 INTRODUCTION

The use of AI in digital humanities is increasing steadily with important and successful applications for managing and searching in existing collections or performing historical art research. This work rests on various AI techniques from pattern recognition, computer vision, and information retrieval, augmented with semantic web technologies ((Strezoski and Worrying, 2017), (de Boer et al., 2013)) Other interactions between AI and art have focused on capturing the characteristics of artistic style in order to generate new art works in the same style (Semmo et al., 2017).

Here we report on a rather different line of work that is exploring how AI can model the process of perceiving and interpreting the meaning of art works, individually or in context, i.e. the semantic understanding of art (Garcia and Vogiatzis, 2018) We want to unpack the perceptual and interpretive processes that a viewer goes through, using AI models as a vehicle for examining these processes and studying their effect. This has educational applications to help viewers have richer experiences but also it is of interest to painters because they can explore the effect of their work in a novel way and possibly open innovative paths in the creation of new art works. The AI systems and experimental outcomes of our approach are a valuable addition to the traditional data gathered about art and can be a complementary instrument for heritage preservation.

The present research is being conducted in interaction with the contemporary Flemish painter Luc Tuymans. The role of a professional artist is crucial for our project. We view him as a highly competent expert in human perception and interpretation. He uses these insights to create works that maximize the artistic experience and achieve rich meaning construction for his viewers. There are considerable advantages in working with a living artist because we can get much more accurate data about the work, the context of creation, the source materials of each work, the texts written by curators or the artist himself, the exhibition design process, and the intended meanings (from the viewpoint of the artist - which may differ from those of viewers). We can also get direct feedback about the results of running various AI experiments and learn what the painter finds important and relevant for the study of artistic practices.

The main source of data for the present research is the complete collection of paintings of Tuymans (564 works), together with extensive meta-data methodically archived digitally and compiled in a ‘Catalogue Raisonné’ (Meyer-Hermann, 2019), from which we have extracted high quality digital images for each
painting. From the digital archive maintained at Studio Luc Tuymans we have extracted other information such as in which exhibitions paintings were shown, so that we could explore the curatorial practices of Tuymans through network analysis. This research is however not discussed in the present paper.

Our choice to work with Luc Tuymans has already turned out to be very productive. The mastery and artistic importance of Tuymans is not in dispute. He has exhibited in Tate Modern London, Centre for Fine Arts (BOZAR) Brussels, MOMA New York, Palazzo Grassi Venice, and many other prestigious venues. His work has a strong recognition in the art market through the influential galleries of David Zwirner in New York and Frank De Maegd (Zeno X) in Antwerp. It is also very helpful that Tuymans is very articulate in describing his artistic practice and there is an abundant literature about his art, including interviews, catalogs, art criticisms, and personal writings (Tuymans, 2018).

Even more importantly, the work of Tuymans is rich at many levels, particularly the conceptual level. Despite a calm and esthetically pleasing appearance, his paintings always hide a deeper level of meaning which challenges us to go beyond pattern recognition and machine vision in order to integrate meaning and understanding. Because meaning and understanding are still open problems for AI, this project is therefore interesting because it helps to push forward AI beyond the current state of the art, which is all too often focusing on surface characteristics of human experience rather than meaning and understanding.

2 FORM AND MEANING

The famous art historian and semiotician Ervin Panofsky identified five levels in the appreciation of art works, going from form to meaning (Panofsky, 1972). These same levels can also be distinguished when perceiving and interpreting everyday activities or images which are not art, and so results of the present investigation have a wide applicability beyond the art context.

Each of Panofsky’s levels has already been studied in depth using AI methods, although as we move from form to meaning, results are becoming harder to obtain. Moreover there is clearly a tight interaction between the levels, requiring a bottom-up and top-down flow of information, which is often not yet adequately handled by AI architectures.

1. At the bottom level we focus on the formal appearance of an art work: the colors, lines, and volumes that are perceived by low-level visual processes and aggregated into coherent segments. These processes have been studied intensely in AI (specifically the fields of pattern recognition and computer vision) during the past decades, either by designing and implementing feature extractors and pattern detectors or, more recently, by using some variant of convolutional networks acquiring features and patterns directly from data (Cetinica et al., 2018). There are now many libraries of ready-made low-level visual processing components available and we have already applied some of them to the paintings in the Tuymans collection (occasionally after first training the neural networks involved).

The results we have obtained so far are often quite unexpected because paintings are not the same as the kind of pictures with which pattern recognition algorithms are usually trained. Often the original source image is deliberately distorted or blurred so that basic low level vision processing, such as edge detection or shape from shading, is difficult for existing algorithms.

![Figure 1: Left: ‘The Book’ by Luc Tuymans, oil on canvas 306 X 212 cm, 2017. Pinault Collection. Right: Source object of this picture, the interior of the Chiesa del Gesù in Rome. The painting is based on two pages in a book which contain an image of the church and you see the fold line in the middle.](image)

Compare for example the Tuymans painting shown in Fig. 1, left and a photographic picture of the same scene in Fig. 1 on the right. The painting actually depicts a book opened at a picture of the church. The distortion due to the folding of the pages of the book and the blurring of lines and surfaces makes low-level visual processing and image recognition challenging for humans and even harder for machines. For example, standard edge detection and segmentation algorithms are led astray here by the fold mark in the middle, which is unrelated to the image of the church and cuts across the whole image.
2. On the second level there is the recognition of the objects and events that are being depicted in the image: the face of a person, a church interior, the picture of a clown carrying balloons. Panofsky calls this level the first stage of meaning, specifically the factual meaning. For example, the colors, patches of light and dark, and the shapes in Fig. 2 (left) quickly assemble in our perceptual field into the face of a woman.

Figure 2: Left: Twenty Seventeen, 2017, oil on canvas 94.7 X 62.7 cm Pinault Collection. It represents the face of a woman at the moment she learns that she will be put to death by poisoning. Right: The most salient area according to the MSI algorithm is overlayed on the painting using red color – see section 3. of this paper).

We recognize factual meaning based on our abundant prior visual experiences of the world. This process is called image recognition in AI research. It is another area in which there has been considerable progress lately by training associative neural networks with millions of labeled segmented images until a network is obtained that can autonomously segment and label novel images. There have been several experiments to apply such image recognition systems to paintings. But, similar as to low-level visual processing, the results typically do not quite reach the performance levels compared to what one gets from analyzing every day photographs or videos with which these networks have been trained. The miscategorizations of image recognition algorithms have even become the object of new art works (Schmitt, 2018).

It is nevertheless very interesting to wonder how and why algorithmic results deviate from human expectations. The main reason is that source images have been blurred, cut out, enlarged or reduced in the paintings, making them more abstract, timeless, expressive and therefore iconic.

Surprisingly, the creative interpretation of the original sources can expose unexpected unconscious associations. An example from our image recognition experiments on the Tuymans collection is shown in Fig. 3. The painting is overlayed with the results of two state-of-the-art algorithms: the YOLO algorithm (left) (Redmon et al., 2015) and the Mask R-CNN algorithm (right) (Girshick et al., 2013). The Yolo algorithm labels the segmented person as a dog (with 0.6 certainty) and the Mask R-CNN algorithm labels the figure as a person (0.6 certainty) but also as a dog (0.75 certainty). This is at first bizarre until we realize Tuymans depicts here a famous Japanese criminal Issei Sagawa who was a cannibal but managed to escape justice. Although he is not explicitly depicted as a dog, there are apparently sufficient dog-like features to push the image recognition algorithms towards this classification.

Figure 3: ‘Issei Sagawa’ by Luc Tuymans, 2014. Oil on canvas 74.3 x 81.9 cm. Tate collection. The application of the YOLO image recognition algorithm is shown on the left and of the Mask R-CNN algorithm on the right. Both algorithms assign the label dog to this human figure.

3. At the next layer, human observers interpret objects and events in terms of psychological nuances, such as emotional states of the persons depicted or the nature of the actions they carry out (aggressive, friendly). Panofsky calls this the expressive meaning of an art work. For example, a human viewer recognizes immediately in the painting in Fig. 2 that this depicts not just the face of a woman, but a woman who is very surprised or shocked, maybe by something that she sees or has just heard. She is in distress and shows anguish.

Detecting expressional meaning using AI is still more difficult than object recognition. There has been some work on sentiment analysis of visual images (You et al., 2015) but this has not at all reached the depth with which humans are able to grasp expressive meaning.

4. The fourth level of interpretation requires understanding who or what is depicted in order to understand the motivations and intentions of those being represented, or the situations in which they find themselves. For example, Fig. 1 is an image of an image in a book of a baroque church interior, namely the Chiesa del Gesù, the mother church of the Jesuits in Rome. The woman in Fig. 2 is a character from...
a Brazilian dystopian Netflix series called 3 % where only few people can get to an offshore heaven-like island, where the elite lives, by winning in a game. But if they lose the game they are killed. This woman just heard that she lost and will die by poisoning, hence the expression of shock and dispair. The boy depicted in Fig. 4 is from a 1960s movie based on the book ‘Village of the damned’ by John Wyndham. It is another dystopian story: “All the residents of the village of Midwich become suddenly unconscious for several hours. Months later, twelve local women and girls give birth the same day to albino children with phosphorescent eyes. Precocious and able to communicate by telepathy they will quickly reveal hostile intentions.” (Donnadieu, 2019) The boy shown in the painting is one of these children.

Panofsky calls this the level of conventional meaning because it rests on knowing conventions in society and knowing about historical events, well known figures, and cultural artefacts, like books or films. This kind of meaning is imposed on the image by calling on episodic and semantic memory or consulting external knowledge sources such as found on the web. The AI methods that now come into play are based on knowledge representation, reasoning, and semantic memory, such as knowledge graphs that store vast amounts of facts (more than 7 billion for the Google knowledge graph). No efforts have been made so far to model interpretation of conventional meanings in paintings using AI, but it is not excluded to start tackling this issue with current semantic technologies.

5. Finally there is the highest layer which Panofsky calls the intrinsic meaning or content of an art work. Here we address the ultimate motives of the artist, which could be political, psychological, historical, or mere story telling.

For example, the paintings shown in Figures 1 and 4 are both coming from an exhibition Les Revenants about the enduring influence of religious power, against which the painter wants to rebel, in particular the influence of the Jesuits. The link to the Jesuits is straightforward for Fig.1 because it depicts a Jesuit church. The intrinsic meaning is established by the distortion and the choice of “yellow, earthy and greyish white, slightly fuzzy hues, (...) which disrupts the splendor and magnificence of the place. In so doing, Luc Tuymans inverts the illusionist character of religious architecture by blurring the sculpted and painted representations meant to inspire the faithful and strengthen their faith.” (Donnadieu, 2019).

And even though the boy in Fig. 4 comes from a totally different context, namely the movie ‘The Valley of the damned’, it still makes a link to the Jesuits. “The stern, stubborn gaze of the portrayed child, his strict haircut and clothes signal harsh educational and social norms or quasi-military upbringing.” (Donnadieu, 2019). This is indirectly associated with the Jesuit educational system that wanted to form ‘soldiers of Christ’.

In general, the intrinsic meanings conjured up by Tuymans create feelings of uneasiness and fear by referring to antagonistic themes, such as the Nazi regime, racism, child abuse, religious power, crime, etc., and it is achieved by the selection of source images, the very constrained use of colors, image distortions, and close-ups. For example, the face in Fig. 2 is actually the projection of a face on a doll’s head, in order to evoke a feeling of alienation and dystopia. Building AI systems that can handle this level of meaning is currently totally beyond the state of the art. Indeed, the more we get to the level of intrinsic meaning, the more helpless current AI techniques become.

The different processes going from form to meaning through these five levels are not only supported by the visual aspects of the work which, partially unconsciously, affect the psychological state of the viewer. But the title of each work and the explanations in the catalog are also important factors that influence meaning making. The painting shown in Fig.4 is called ‘The Valley’ giving a clue about the source of this image, namely a movie with the same name. The painting in Fig.1 is called ‘The book’, thus giving an important cue that we are looking at an image of a book, whereas at first one sees a scrambled interior of a church. The title ‘twentyseventeen’ (Fig.2) refers to the year 2017 in which the painting (and the movie) were made. It is a dark year according to Tuymans with the rise of populism, Brexit, and disinformation on social media through companies like Cambridge Analytica, so that fear and dystopia are appropriate themes to be evoked in that year.

Figure 4: Left: ‘The Valley’ by Luc Tuymans, 2007. Oil on canvas. 106.5 X 109.5 cm. Pinault Collection. Right: Source image, a still from the Film ‘The Valley of the damned’ directed by Wolf Rilla, 1960. Blurring or lack of contrast makes low-level image processing and image recognition very challenging.
3 THE FOCAL POINT IN PAINTING

We now zoom in on one of the painterly devices that shape the perception and interpretation of an art work and is unique to painting, namely the presence of a focal point, also known as the entry point or breaking point. “The focal point of a painting is an area of emphasis that demands the most attention and to which the viewer’s eye is drawn, pulling it into the painting.” (Marder, 2019) The focal point is not accidental. It is deliberately chosen by the painter in order to help achieve intended meanings and it partially shapes the visual experience of the viewer. There can be a few focal points in a single painting (rarely more than 3). Abstract paintings, which do not convey meaning (such as by Jackson Pollock for example) might have no focal point at all.

Modeling how AI systems can recognize the focal point is an interesting, although very challenging, case study because it involves in principle all levels of interpretation. Painters use a diverse set of artistic means to guide viewers: Lines, shapes, color differences (in hue, value (brightness) and saturation), textures, space, and composition, as well as title, exhibition context, and narratives found in the catalog.

The first step is to understand the role of natural perceptual processes, of which one example is the detection of the most salient areas in a painting. We have therefore concentrated on this process in a first preliminary study, using state-of-the-art saliency estimation algorithms from the computer vision literature, which contains hundreds of proposals for this task. Our goal is not to develop new algorithms nor to train algorithms with new data, but to see how the best state-of-the-art saliency algorithms and models identify as salient in the Tuymans paintings.

The algorithms we applied fall in two classes:

- **Knowledge-free saliency estimation** exploits general properties of the visual image but does not take into account statistical features learned from prior visual experiences nor higher-level semantic features. It is typical for earlier work in pattern-recognition. No training is needed to apply these methods. We have tried two state-of-the-art algorithms on the Tuymans collection:
  1. The **Spectral Residue Based Method (SRB)** (Hou and Zhang, 2007) which analyzes the log-spectrum of the image to extract the spectral residue and computes a saliency map on that basis.
  2. The **Fine-Grained Method** (Montabone and Soto, 2010) which is based color constancy detection and pair calibration, segmentation based on depth continuity, and visual saliency based on extracted features. The method is specialized in recognizing humans.

- **Knowledge-based Saliency Estimation** uses neural networks that have been trained using supervised (deep) learning. We have tried two state-of-the-art algorithms:

  1. **POOLNET** does salient object detection (not just region detection) and gives no result when an object could not be detected (Liu et al., 2019). It uses a convolutional neural network with additional components for combining low-level (close to the visual form) and high-level (semantic) features with results from other visual processes such as edge detection. POOLNET is trained on a corpus of real world images of which the salient regions have been annotated by human observers.

  2. **MSI-Net** (Kroner et al., 2019) uses a combination of encoder-decoder convolutional neural networks at several levels of granularity. It has been pre-trained with human eye-tracking data on a very large corpus of natural images, but not paintings.

We found that the MSI algorithm works best as an approximation of what human users find the most salient area in the Tuymans’ paintings, and this in turn is often, but not always, a strong cue of the focal point. The result for the painting ‘Twentyseventeen’ is shown in Fig. 2. It is the face of a woman and the most salient area is the right eye (from our perspective), turned towards the viewer. It is clearly the focal area of the painting. There is a slight secondary focus on the lips.

Fig.5 shows the application of different algorithms on ‘The Valley’ shown in Fig.4. MSI-net (left top) gives the best results focusing on the eyes as primary salient region, and on the top hairline as secondary area, emphasizing the unusually big forehead of the boy. POOLNET shows the whole object and is therefore less interesting with respect to identifying the focal area. SRB shows several regions so that it is less relevant for finding the most salient one and Fine-Grained shows edges instead of regions.

Finally, Fig.6 shows the applications of the salience estimation algorithms for ‘The book’ (Fig.1). We see that both MSI and Fine-Grained detect a salient area in the middle of the painting, which is also concordant with our human experience. It draws attention to the fold mark (which is confirmed by comments in the Palazzo Grassi catalog (Donnadieu, 2019)). However, interestingly enough, when the
painter Luc Tuymans was shown this result, he remarked that there is actually another focal point.

Indeed, when your gaze follows the vertical line of the fold (see Fig. 1), it ends up at the top edge of the painting. In that region it becomes suddenly clearer that these are the pages of an open book, and that the vertical line is a fold mark. In fact, if one looks more carefully one sees that the pages on the top of the vertical line are slightly curled, presumably to draw further attention to the fact that we are dealing with an opened book (see Fig. 7). This shows the degree of sophistication with which Tuymans attempt to manipulate the viewer’s gaze and the enormous challenge to build AI systems that are sensitive to these art-making strategies, let alone use themselves these strategies to create new art works.

4 CONCLUSIONS

This paper has sketched different levels of perception and interpretation for art works, more specifically paintings, referring to the earlier influential writings of Panofsky. Using AI methods, we can unpack these levels and try to build very precise operational models in order to shed new light on art, build tutoring tools for art education, and give a novel instrument to artists to reflect on their artistic practices, which are today based on very powerful intuitions and intense creativity but not on scientific knowledge. The paper illustrated this approach with the work of the Flemish painter Luc Tuymans. We conducted a preliminary investigation on the perception of the focal point, showing the strength and limitations of salience estimation methods from computer vision and the need to take other dimensions (such as color usage or the implicit lines in a painting) as well as semantic issues (such as triggered by the title or the catalogue) into account.
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