Pedestrian Tracking with Occlusion State Estimation
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Abstract: Visual tracking of multiple pedestrians in video sequences is an important procedure for many computer vision applications. The tracking-by-detection approach is widely used for visual pedestrian tracking. This approach extracts pedestrian regions from each video frame and associates the extracted regions across frames as the same pedestrian according to the similarities of region features (e.g., position, appearance, and movement). When a pedestrian is temporarily occluded by a still obstacle in the scene, he/she disappears at one side of the obstacle in a certain frame and then reappears at the other side of it a few frames later. The occlusion state of the pedestrian, that is the space-time interval where the pedestrian is missing, varies with obstacle areas and pedestrian movements. Such an unknown occlusion state complicates the region association process for the same pedestrian and makes the pedestrian tracking difficult. To solve this difficulty and improve pedestrian tracking robustness, we propose a novel method for tracking pedestrians while estimating their occlusion states. Our method acquires obstacle areas by the pedestrian regions extracted from each frame, estimates the occlusion states from the acquired obstacle areas and pedestrian movements, and reflects the estimated occlusion states in the region association process.

1 INTRODUCTION

Visual tracking of multiple pedestrians in video sequences is an important procedure for many computer vision applications. The tracking-by-detection approach is widely used for visual pedestrian tracking (Jiang and Huynh, 2018; Mekonnen and Lerasle, 2019). This approach extracts pedestrian regions from each video frame and associates the extracted regions across frames as the same pedestrian according to the similarities of extracted region features (e.g., position, appearance, and movement). When a pedestrian is temporarily fully occluded by a still obstacle in the scene, as shown in Figure 1, he/she disappears at one side of the obstacle in a certain frame (position \( p \) in frame \( t \)) and then reappears at the other side of it a few frames later (position \( p + \Delta p \) in frame \( t + \Delta t \)). The occlusion state of the pedestrian, that is the space-time interval where the pedestrian is missing, varies with obstacle areas and pedestrian movements, which are not able to be determined in advance. Such an unknown occlusion state complicates the region association process for the same pedestrian and makes the pedestrian tracking difficult.

To solve this kind of difficulty and improve the robustness of pedestrian tracking in video sequences, we propose a novel method for tracking pedestrians while estimating their occlusion states. The proposed method, which is based on the tracking-by-detection approach, firstly acquires still obstacle areas in the
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scene by the foot positions of pedestrian regions extracted from each frame, secondly estimates the occlusion states from the acquired obstacle areas and pedestrian movements, and thirdly reflects the estimated occlusion states in the region association process. In our method, the positional relations in depth direction (in front or behind) between pedestrians and obstacles are determined by focusing on the foot positions of extracted pedestrian regions, and thus the occlusion states of the pedestrians are estimated accurately.

The remainder of this paper is organized as follows: Section 2 presents the schemes to deal with occlusion problems in the existing methods for tracking multiple objects including pedestrians in video sequences, Section 3 explains the details of our proposed method for tracking pedestrians while estimating their occlusion states, Section 4 presents the results of pedestrian tracking experiments, and Section 5 concludes this paper.

2 RELATED WORK

For tracking multiple objects including pedestrians in video sequences, many methods based on the tracking-by-detection approach have been proposed. Most of them take account of occlusion problems and have some procedures to deal with these problems.

One of such procedures is to set a spatial-temporal search range for each target object region according to its position in the current frame and associate the target region with extracted regions in adjacent frames within the search range as the same object. Thus, when a target object disappears at a certain position in a certain frame due to occlusion, the methods using this procedure wait the region association for the target object until it reappears in the consecutive frames within the search range. The search range needs to be adjusted appropriately according to the occlusion state of the target object, that is the space-time interval where the target object is missing, however most existing methods use a fixed range determined in advance. The following summarizes how the existing methods determine the temporal search range for an occlusion time interval and the spatial search range for an occlusion space interval.

- **Temporal Search Range**
  Several methods determine the temporal search range manually (Huang et al., 2008; Mitzel and Leibe, 2011; Possegger et al., 2014; Ju et al., 2017; Zhu et al., 2018). Through preliminary experiments, they choose the number of frames which obtains good tracking performance as the appropriate temporal search range. Some methods use very small temporal search ranges. For example, the method in (Bewley et al., 2016) allows the region association only between consecutive two frames. While this method prevents incorrect region associations, it is difficult to proceed the region association for the same object after occlusion.

- **Spatial Search Range**
  In (Salvi et al., 2013; Possegger et al., 2014; Ju et al., 2017; Zhu et al., 2018), the spatial search range is determined manually. As with the temporal search range described above, the spatial search range which obtains good tracking performance is determined through preliminary experiments. In many cases, the spatial search range corresponds to the width of an obstacle in the scene. Compared to those, the method in (Ju et al., 2017) sets the spatial search range automatically according to the width of a target object region within a manually-set upper range limit. In (Huang et al., 2008), the spatial search range is extended to the entire field of the frame, when the target object is lost. While this method can deal with occlusion caused by unknown size obstacles, it is likely to associate the target region with incorrect object regions. The method in (Bochinski et al., 2018) associates a target region with spatially overlapped regions across frames. This is equivalent to confine the search range to the immediate vicinity of the target region in the current frame without any regard for a long occlusion space interval.

These methods cannot cope with unknown occlusion states effectively. If the search range is set too large, target regions are likely to be associated with incorrect object regions. If, on the other hand, the search range is set too small, it is difficult to proceed the region association for the same object after occlusion.

In order to solve such trade-off problem, the size of search range should be adjusted according to occlusion states. This requires the front-behind relations of obstacles and target objects in the scene to predict the occlusion states. Some methods directly identify the position of the obstacle by acquiring the depth of a scene. A depth sensor based method is used in (Meshgi et al., 2016) and a multi-view stereo based method is used in (Osawa et al., 2007) for acquiring the scene depth. The front-behind relations between obstacles and target objects are estimated from the acquired scene depth, and then reflected in adjusting the size of search range. Although these methods can adjust the search range appropriately, their applicable environments are limited. Only a few methods (Hof-
mann et al., 2013) set obstacle areas manually in the scene beforehand, however they cannot effectively estimate the front-behind relations between obstacles and target objects and cannot flexibly adapt to use in various different scenes.

3 PROPOSED METHOD

Figure 2 shows the overview of the proposed method. In our method, firstly, pedestrian regions are extracted from each video frame. From these extracted pedestrian regions, obstacle areas in the scene are acquired. At the same time, short tracks “tracklets” of individual pedestrians, each of which is an intermediate result of associating regions across frames as the same pedestrian, are generated from the extracted regions. The occlusion states are estimated from the relation of the acquired obstacle areas and the generated tracklets. By the equivalent process as dynamically adjusting the size of search range according to the estimated occlusion state, our method reflects the estimated occlusion states in the association process for tracklets and achieves robustly tracking of multiple pedestrians in the scenes with obstacles.

3.1 Obstacle Area Acquisition

To acquire obstacle areas in the scene, firstly, by using all pedestrian regions extracted as bounding boxes in a video sequence, the extraction frequency $F(x, y)$ of bounding box bases is counted at each pixel $(x, y)$ for all video frames. The value of $F(x, y)$ is regarded as the total number of pedestrian foot positions which overlap at $(x, y)$ as shown in Figure 3 (a). It would appear that pedestrian regions whose bounding box bases are at $(x, y)$ aren’t occluded by obstacles in the video frame (image) where $F(x, y)$ is large. However, this doesn’t consider the distances from a camera to pedestrians and obstacles.

If the camera is set horizontally, and besides, pedestrians and obstacles stand perpendicularly on the flat ground, the distance from the camera to each pedestrian or each obstacle in the scene is reflected on the vertical coordinate of it in the image. Roughly speaking, as shown in Figure 3 (b), a pedestrian or an obstacle at a longer distance from the camera is appeared on the upper part in the image, whereas it at a shorter distance from the camera is appeared on the lower part in the image. Accordingly, for the same horizontal coordinate $x$ in the image, if $F(x, y_u)$ is large at its upper part $(x, y_u)$, then pedestrians are unlikely to be occluded by obstacles also at its lower part $(x, y_l)$ where $y_l < y_u$. From this, the proposed method computes $F_b(x, y)$ and binarizes it to obtain
(a) Pedestrian regions (bounding boxes)

(b) $F(x, y)$

(c) $F^*_b(x, y)$

Figure 4: Examples of acquired obstacle areas.

$F^*_b(x, y) = \{0, 1\}$ by

$$F_b(x, y) = \sum_{y \leq h \leq y_{\text{max}}} F(x, h), \quad (1)$$

$$F^*_b(x, y) = \begin{cases} 1, & F_b(x, y) > t_b, \\ 0, & \text{otherwise,} \end{cases} \quad (2)$$

where $y_{\text{max}}$ is the vertical coordinate at the top of the image and $t_b$ is a given threshold.

For a pedestrian region whose bounding box base is at $(x, y)$, obtained $F^*_b(x, y)$ indicate whether or not there are obstacles occluding it, i.e., if $F^*_b(x, y) = 0$ then there is an obstacle area and the pedestrian region is occluded by the obstacles otherwise it isn’t occluded. Thus, the front-behind relations of obstacles and pedestrians in the scene can be reflected in tracking process by referring to $F^*_b(x, y)$. Example of acquiring obstacle areas is shown in Figure 4. Figure 4 (a) shows an example of pedestrian regions extracted as bounding boxes (red lines) and their bases (green lines), (b) shows overlapped bounding box bases $F(x, y)$, and (c) shows acquired obstacle areas $F^*_b(x, y)$, where white areas indicate $F^*_b(x, y) = 1$ (none obstacle areas).

### 3.2 Pedestrian Tracking

Tracking pedestrians is carried out by pursuing regions corresponded to the same pedestrian. Pursuing process consists of two stages. First, matching regions between adjacent frames to generate trajectory fragments (called "tracklet"). Multiple tracklets are generated for the same pedestrian before and after occlusion. Second, we represent the relation of each tracklets extracted in first step frames as a graph, and apply the approach, which utilizes the minimum cost of a flow network to handle multiple object tracking, for pursuing tracklets of the same object.

#### 3.2.1 Generating Tracklets

Following (Shu et al., 2012; Ju et al., 2017), generate tracklets by one-to-one correspondence of pedestrian regions detected between adjacent frames. Assuming that the gap of same object’s spatial position between adjacent frames is tiny, regions are matched by the minimum binary matching that sets matching cost as the gap of pedestrian’s position (Euclidean distance). We introduce the threshold $t_g$ to avoid switching targets, never regions whose cost exceeds the threshold. Each tracklet is represented as $L_i$ where $i$ is the tracklet number as shown in Figure 5 (a).

#### 3.2.2 Pursuing Tracklets

We pursue tracklets based on (Zhang et al., 2008) algorithm. The concept of flow network model of pursuing tracklets is shown in Figure 5 (b). In this graph, the start and goal of tracking are denoted as nodes $s$ and $t$. Each tracklets $L_i$ is represented by two nodes $u_i$, $v_i$ and a green edge. $u_i$ is head, $v_i$ is tail of $L_i$. Relationship of tracklets is represented by red edges, each of which has a corresponding cost and unit capacity. Most existing methods set threshold value as a fixed spatial search range $SR_S$, and temporal search range $SR_T$ to cut the edges where the distance between two regions is greater than $SR_S$ or the frame interval is greater than $SR_T$. Proposed method calculates brute
force edges for all tracklets, unlike existing methods. For a flow from \( s \) to \( t \), the path that has the minimum sum of corresponding costs is determined as a tracking pedestrian trajectory (Figure 5(d)).

Generally, the corresponding cost \( C_{i,j} \) is computed from the similarity \( S_{i,j} \) between tracklets \( L_i \) and \( L_j \) by:

\[
C_{i,j} = -\log(S_{i,j})
\]

where \( S_{i,j} \) is determined from the similarities in such features as position, appearance, and movement between \( L_i \) and \( L_j \). The larger the similarity, the smaller the corresponding cost, and pursuing tracklets is also easier.

In the proposed method, to deal with the difficulty caused by the space-time occlusion interval, new cost terms reflecting a pedestrian occlusion state is added to \( C_{i,j} \). The new corresponding cost \( C'_{i,j} \) between \( L_i \) and \( L_j \) is determined by

\[
C'_{i,j} = -\log(S_{i,j}) + \alpha P_{i,j} + \beta T_{i,j}
\]

where \( \alpha, \beta \) are positive constants, and \( P_{i,j}, T_{i,j} \) are the cost terms reflecting pedestrian occlusion state.

The cost terms \( P_{i,j}, T_{i,j} \) are determined as the error between predicted appearance of \( L_i \) after occlusion and actual measurement of \( L_j \). The position where \( L_i \) appears again after occlusion is denoted \( p_i \) (Plane coordinates), and the time is denoted \( t_i \) (frame number). These are predicted values considering the occlusion state in Eq. (2). The actual position of \( L_j \) is expressed as \( p'_j \), and the time as \( t'_j \). Cost terms \( P_{i,j} \) and \( T_{i,j} \) are calculated as space and time errors as shown in Eqs. (5) and (6).

\[
P_{i,j} = |p_i - p'_j|
\]

\[
T_{i,j} = |t_i - t'_j|
\]

According to Eq. (4), small \( P_{i,j}, T_{i,j} \) decreases the corresponding cost \( C'_{i,j} \), therefore pursuing \( L_i \) between \( L_j \) will be easier. This is similar to provide a \( SR \) around the space-time position where \( L_i \) is predicted to appear. By this way, the proposed method introduces the pedestrian occlusion state into the corresponding cost, and accomplishes the equivalent process as adjusting \( SR \) according to the pedestrian occlusion state.

### 3.2.3 Appearance Prediction of \( L_i \) after Occlusion

To predict position \( p_i \) and time \( t_i \) where \( L_i \) appears again after occlusion, we assume that pedestrians move at a constant speed and on a straight line in the real world while he is occluded. Pedestrians appear at the boundary between \( F^+(x,y) = 0 \) (with occlusion) and \( F^+(x,y) = 1 \) (with no occlusion). The pedestrian’s trajectory is determined by applying the exponential moving average method to the position of the pedestrian regions constituting the tracklet \( L_i \).

### 4 EXPERIMENTS

To demonstrate the efficacy of the proposed method, we carry out pedestrian tracking experiments. We present our results using two type datasets and compare our method with conventional methods.

#### 4.1 Experiment Overview

For evaluation using actual video AVSS2007 (720 × 576 pixels, 25fps) (AVSS2007, 2007), 2400 frames

![Figure 5: The concept of flow network based model of pursuing tracklets.](image)
Figure 6: Example of pedestrian trajectory in the simulator (Pedestrians are initially placed on blue line, red and green circle represent obstacles (cylinder), gray dashed line is trajectory of each pedestrian).

Table 1: Search range (SR) setting in conventional method (“width” is width of frame and “fps” is frame rate of video).

<table>
<thead>
<tr>
<th>Method</th>
<th>Spatial SR</th>
<th>Temporal SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>width * 0.03</td>
<td>fps * 0.4</td>
</tr>
<tr>
<td>(b)</td>
<td>width * 0.20</td>
<td>fps * 2.0</td>
</tr>
<tr>
<td>(c)</td>
<td>width * 0.30</td>
<td>fps * 4.0</td>
</tr>
</tbody>
</table>

Table 2: Evaluation metrics.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM</td>
<td>The total number of times a trajectory is fragmented (interrupted during tracking).</td>
</tr>
<tr>
<td>SW</td>
<td>The total number of switches its matched ground truth identity.</td>
</tr>
<tr>
<td>MS</td>
<td>The total number of missed targets.</td>
</tr>
<tr>
<td>FP</td>
<td>The total number of false positives.</td>
</tr>
<tr>
<td>MOTP</td>
<td>Multiple Object Tracking Precision. The misalignment between the annotated and the predicted bounding boxes.</td>
</tr>
<tr>
<td>MOTA</td>
<td>Multiple Object Tracking Accuracy. This measure combines three error sources: FP, MS and SW.</td>
</tr>
<tr>
<td>RS</td>
<td>Ratio of tracks which are correctly recovered from Short occlusion. We define the occlusion is caused by other target.</td>
</tr>
<tr>
<td>RL</td>
<td>Ratio of tracks which are correctly recovered from Long occlusion. We define the occlusion is caused by static obstacle.</td>
</tr>
</tbody>
</table>

We evaluate the tracking performance when a new cost term $P_{i,j}$, $T_{i,j}$ in Eq. (4) are introduced into the matching cost (proposed method $\alpha, \beta > 0$) and is not introduced (conventional method $\alpha, \beta = 0$). As shown in Table 1, the space-time search range (SR) of the conventional method is set to three variations, which are named Method (a), (b), and (c), respectively. Spatial SR is based on the width of the video, and temporal SR is based on the frame rate of the video. As shown in Table 1, (a) sets the search range extremely small, and (c) sets it extremely large compared to the occlusion interval. (b) manually sets the search range which the method shows better performance (that means fewer identity switches) in each dataset.

A summary and short description of the used mea-
4.2 Experimental Results

First, show results of obstacle areas detection. To detect obstacle areas, the threshold in Eq. (2) is set as $t_b = 0$. Figure 7 shows detected obstacle areas $F^*_i(x, y)$, where white areas indicate $F^*_i(x, y) = 1$ (none obstacle areas). Figure 7 (a) is the result obtained from 6879 pedestrian regions. Figure 7 (b) is the result obtained from 3212 pedestrian regions of all 20 videos. These detections include false positives. The detection result of the area without the pedestrian’s trajectory (i.e., background excluding floor and obstacles) can be ignored because it does not affect the subsequent tracking process.

Examples of tracking for each method are shown in Figures 8 and 9. Each track is assigned a unique id and a color rectangle. We refer to the performance of each method by comparing the transition of tracking in the same frame. Figure 9 also shows the top views of pedestrian trajectories and tracking results in the simulator. Each symbol represents the pedestrian trajectory, and the colored lines represent the tracking results (the colors match those of the rectangle in Figure 9). Focus on tracking example of Method (a) and (c), these are examples of failed tracking. In Method (a), the space-time SR is set small compared to the occlusion interval, so the same pedestrian does not appear in the SR after occlusion. It causes interruption of tracking, and increasing FM. In Method (b), the space-time SR is set large, so many pedestrians appear simultaneously in the search range after occlusion. It causes an incorrect association, and increasing SW. On the other hand, proposed method succeeds in matching the same person after occlusion and achieve lower FM/SW.

Table 3 presents quantitative results of each approach on two datasets. “Generating tracklets” indicates the tracking evaluation at the tracklet stage. All the following methods pursue these common tracklets. When SR of the conventional method expands from (a) to (c), FM decreases and SW increases. In such a trade-off relationship, Method (b) has an appropriate SR and keep both metrics relatively low. Among the conventional methods, method (b) shows better results in MOTP. The proposed method shows the best performance of all methods. Our stable tracking result is due to the adjustment of the matching cost $C^*_i, j$ based on the obstacle areas detection.

FP and MS maintain almost constant values between the proposed method and the conventional method. FP greatly depends on the performance of the human detector. Also, since MS occurs in the phase of generating tracklets, it is not affected by subsequent processing (pursuing tracklets). Due to the constancy of FP and MS, MOTA is greatly affected by SW. Among the all methods, method (a) shows the best results for MOTA, but leaves a very large FM problem.

Proposed method shows relatively high RL. The advantage of being able to adjust the SR according to the occlusion state proves effective tracking for static obstacles. Incidentally, Method (b) got high performance in RS. Since occlusion between targets occurs in a short or medium term, a method with appropriate SR is advantageous.
Table 8: Examples of tracking results (AVSS2007).

Method (a) (Fragment id=8)  Method (b) (success id=4)  Method (c) (Switch id=1)  Proposed method (success id=4)
frame 1142
frame 1153
frame 1165
frame 1184
frame 1238
frame 1247

Figure 8: Examples of tracking results (AVSS2007).
Figure 9: Examples of tracking results (POV-Ray animation).
5 CONCLUSIONS

In this paper, we proposed a method for tracking multiple pedestrians in video sequences. The proposed method extracts pedestrian regions in each video frame, detects obstacle areas in the scene from the extracted pedestrian regions, and tracks pedestrians while estimating their occlusion states from the detected obstacle areas. The efficacy of our proposal was demonstrated through experiments on simulation video sequences. The experimental results showed that the proposed method, which estimates the occlusion states of pedestrians and reflects them on region association process, improves the robustness in visual tracking multiple pedestrians under situations where pedestrians are temporarily occluded by still objects.

In future work, we plan to investigate a method for updating detected obstacle areas by new input video frames, and extend the proposed method in order to deal with situations where pedestrians are temporary occluded by occasionally moving obstacles, e.g., temporary parked cars and stacked objects.
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