Assessing the Adequability of FFT-based Methods on Registration of UAV-Multispectral Images
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Abstract: Precision farming has greatly benefited from new technologies over the years. The use of multispectral and hyperspectral sensors coupled to Unmanned Aerial Vehicles (UAV) has enabled farms to monitor crops, improve the use of resources and reduce costs. Despite widely being used, multispectral images present a natural misalignment among the various spectra due to the use of different sensors, and the registration of these images is a complex process. In this paper, we address the problem of multispectral image registration and present a modification of the framework proposed by (Yasir et al., 2018). Our modification generalizes this framework, originally proposed to work with keypoints based methods, so that spectral domain methods (e.g. Phase Correlation) can be used in the registration process with great accuracy and smaller execution time.

1 INTRODUCTION

By 2050, the world’s population is expected to be close to 10 billion people and according to (Hunter et al., 2017), the world food production will have to grow somewhere between 60% and 100% to be able to feed this population. To meet this challenge, (Kim et al., 2019) describe that agriculture will increasingly need automation, robotics, artificial intelligence, big data, the internet of things among others. In this scenario, the purpose of Precision Agriculture (PA) is to optimize planting costs, increase productivity, reduce the environmental impact of agricultural activity and reduce crop damage by pests.

Unmanned aerial vehicles (UAVs) have been widely used in PA to monitor crops, plant growth estimation, pesticide application and soil analysis. In addition, UAVs are also used in the development of new methods for precision farming, thus helping to reduce costs and hours of work, which results in higher productivity (Mogili and Deepak, 2018).

In addition to UAVs, sensors are also an essential part of the capture process. The first UAVs used cameras that captured only red, green and blue (RGB) spectra (Hunt et al., 2010). New sensors allow UAVs to capture multispectral and hyperspectral images (Berni et al., 2009), these have been used for a variety of applications, such as verifying growth rate, biomass rate and disease identification.

The development of new multispectral imaging sensors and the ease brought by UAVs to capture low and medium altitude images (100 to 400m), has driven the development of computer vision and machine learning applications by the scientific community. Its main goal, is to optimize the results obtained with precision farming (Diaz-Varela et al., 2014; Gevaert et al., 2015; Gago et al., 2015; Mesas-Carrascosa et al., 2017; Soares et al., 2018).

However, despite being easily obtainable, the registration of multispectral images obtained by UAVs is a complex process as most multispectral cameras use different sensors to obtain each spectrum, causing a natural misalignment among the various spectra. Moreover, the process of image capturing is extremely dependent on the trajectory and stability of UAVs, as well as others parameters (such as wind speed or direction), which can lead to further misalignment among the spectra.

The quality of the spectrum alignment is extremely important for many precision agriculture applications, for example semantic segmentation, weed identification, vegetation indices and more. Usually, the process of registration of agricultural images obtained by UAVs is mainly performed by using ground control points (GCP), i.e., objects or targets that will appear across all spectra. These objects are used to establish a relationship between the coordinates of the various spectra and the coordinates of the ter-
rain. However, this method is difficult to implement on large farms and too expensive for smaller ones.

In this work, we propose a modification of the framework proposed by (Yasir et al., 2018) for the process of registration of multispectral images obtained by UAVs without using any kind of ground control points (GCP). This modification aims to generalize the framework to methods that take into account the spectral domain (e.g. Phase Correlation) while maintaining performance in spatial methods (e.g. KAZE and SURF) and reducing the computational time of the framework.

To evaluate our modified framework we performed a comparison with FFT-based Phase Correlation (FFT-PC) (Reddy and Chatterji, 1996), Kaze Features (KAZE) (Alcantarilla et al., 2012), and Speeded-Up Robust Features (SURF) (Bay et al., 2006) methods. We chose these methods because they obtained good results in multispectral registration of images obtained by UAVs in recent works. We tested each method on two different crop datasets (Soybean and Cotton). We chose these crops as they both lack elements that ease the process of image alignment (e.g. trees, fences or roads).

The remainder of this paper is organized as follows. In section 2, the authors present the related works on registration of multispectral images obtained by UAVs. Section 3 presents the image registration methods and frameworks utilized in the experiments section. Section 4 demonstrate the proposed modification to the framework. In section 5 are presented the datasets utilized in this work and the evaluation metric used to conduct the tests. The results obtained by this work are presented in Section 6. Finally, Section 7 presents the conclusions.

2 RELATED WORK

In (Banerjee et al., 2018) the authors developed a framework for multispectral registration of images taken in a spectrally complex environment. The methods evaluated were Harris-Stephens Features (HSF), Min Eigen Features (MEF), Scale Invariant Feature Transformation (SIFT), Speeded-Up Robust Features (SURF), Binary Robust Invariant Scalable Keypoints (BRISK) and Features from Accelerated Segment Test (FAST). It was also evaluated whether the temporal order of image acquisition was higher than the spectral order. The authors concluded that spectral ordering yielded higher results than temporal order and that SURF was the best method for multispectral registration.

In (Yasir et al., 2018), the authors have developed a data-driven framework that defines the target channel for multispectral registration based on the assumption that a greater number of control points imply better image alignment performance. Generally speaking, this work attempts to verify all spectra taken two by two to identify an order of spectra that, on average, maximizes the number of control points during all steps of the alignment process.

The work in (Dias Junior et al., 2019) investigated the application of the multispectral UAV image registration framework proposed by (Yasir et al., 2018) in traditional methods present in the image registration literature. The evaluated methods were Binary Robust Invariant Scalable Keypoints (BRISK), Min Eigen Features (MEF), Kaze Features (KAZE). It was also evaluated whether the union of features between the methods produced a superior result. The authors concluded that the best method for multispectral recording of agricultural images obtained by UAVs was KAZE.

3 IMAGE REGISTRATION METHODS

According to (Oliveira and Tavares, 2014), image registration can be defined as the process of aligning two or more images. The main goal of image registration is to find a transformation that best aligns the elements of interest in the images. In this section, we present the image registration methods used in this work.

3.1 FFT-based Phase Correlation

This method was proposed as an extension of the phase correlation technique to cover affine transformations in the images (i.e., rotation, translation, and scaling). The authors used Fourier rotational and scaling properties to find out the scale and rotational movement so that the phase correlation method determines the translation movement.

This method consists of applying a 2D Fast Fourier transform (FFT) method in both moving and the target images. In the sequence, a high-pass emphasis filter is applied in the Fourier log-magnitude spectra of the two images, which are then mapped to a log-polar plane. For this conversion, only the two upper quadrants of the Fourier log-magnitude are used. Then, the phase correlation technique is used to determine the scale and rotation of the images. The moving image is transformed using bilinear interpolation. After that, the moving image and the target image are different only by the translation, so the phase corre-
lation technique is applied to obtain and correct the translation.

### 3.2 Kaze Features

Kaze Features (Alcantarilla et al., 2012) is a 2D feature detection and description method which works in nonlinear scale space. The main advantage of operating in a nonlinear scale-space instead of a Gaussian scale-space is the fact that the Gaussian scale-space does not respect the natural edges of objects present in the image. As a consequence, it smoothes equally noise and details of the image, thus reducing the distinctiveness and location accuracy.

Given an image, the Kaze Features method builds a nonlinear scale-space up to a maximum evolution time using variable conductance diffusion and an Additive Operator Splitting (AOS) technique. In this scale-space, the blurring is locally adaptable to the image data, which reduces the noise but maintaining the boundaries of the objects. After the construction of the nonlinear scale-space, we select the 2D features that return a maximum of the scale-normalized determinant of the Hessian response through the nonlinear scale-space. Posteriorly, we compute the orientation of keypoint and use the first-order image derivative to obtain an orientation and scale-invariant descriptor (Alcantarilla et al., 2012).

### 3.3 Speeded-UP Robust Features

Speeded-UP Robust Features (SURF) (Bay et al., 2006) is a scale and rotation invariant keypoints detector and descriptor. In comparison with traditional methods, the SURF algorithm approximates or, in some cases, outperforms these methods in robustness, distinctiveness, and repeatability. Moreover, the SURF can be computed and compared faster than other methods (Bay et al., 2006).

To obtain this performance, SURF detects points of interest with the aid of pre-computed integral images to approximate the determinant of the Hessian matrix. Its descriptor describes a distribution of Haar-wavelet responses within the neighborhood of the point of interest. Integral images are also used to obtain speed performance on the construction of SURF’s descriptor (Bay et al., 2006). Besides, SURF’s descriptor has only 64 dimensions, which results in a reduction of time for feature computation and matching.

### 3.4 Multispectral Registration Framework

In (Yasir et al., 2018), the authors proposed a data-driven multispectral registration framework to obtain the best registration order based on the number of keypoints detected in each spectrum by each technique. This framework consists of the construction of a complete undirected weighted graph where the nodes are the spectrum bands and the weights are the number of keypoints detected by a single technique. Each edge is labeled with its respective technique. Next, the authors use Kruskal’s algorithm (Kruskal, 1956) to compute the maximum spanning tree (MST) of the graph. The MST removes the extras edges, i.e., techniques which have fewer keypoints detected. All weights of the MST are replaced by 1 and the all-pairs-shortest-path algorithm is used to determine the best alignment order (Floyd, 1962), thus obtaining the best spectrum order considering the number of keypoints.

### 4 PROPOSED APPROACH

The main limitation of the framework proposed by (Yasir et al., 2018) is the fact that it supports only image registration methods based on keypoints. Several other methods that use the frequency domain, i.e., Fast Fourier transform-based (FFT-based) cannot be used with this approach. Another problem is the fact that it requires a high time for execution, which is dependent on the method used to extract the keypoints.

To address this issue, in this work we propose a modification of the framework proposed by (Yasir et al., 2018). We replaced the amount of keypoints metric used in the original approach by the 2D Pearson’s correlation coefficient (see Equation 1) (Kirch, 2008). This modification aims to generalize the framework to methods that take into account the spectral domain (e.g. Phase Correlation) and reducing the computational time of the framework.

The modified framework consists of building a complete undirected weighted graph where the nodes of the graph are the channels to be aligned and the weight is the 2D Pearson’s correlation coefficient value obtained between the channels. Subsequently, the Kruskal (Kruskal, 1956) algorithm is used to construct a Maximum Spanning Tree. To find the channel to target for alignments, the weights between the nodes are replaced by 1 and the Floyd-Warshall all-pairs-shortest-path (Floyd, 1962) algorithm is used. The node with the smallest sum of distances from itself to all the other nodes is selected as the target.
channel for the registration scheme. Figure 1 shows the overview of the modified approach.

\[
    r = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} (A_{ij} - \overline{A})(B_{ij} - \overline{B})}{\sqrt{(\sum_{i=1}^{n} \sum_{j=1}^{m} (A_{ij} - \overline{A})^2)(\sum_{i=1}^{n} \sum_{j=1}^{m} (B_{ij} - \overline{B})^2)}}
\]

(1)

5 EXPERIMENTS

In this section we present a brief description of the datasets and the evaluation metric used in the experiments.

5.1 DATASET

In our experiments we used two datasets to evaluate proposal performance, both containing images with 1280 × 960 pixels size with 96 dpi resolution and an average of 70% overlap between images. The spectra present in the images are, respectively, blue, green, red, near-IR (NIR) and red-edge (REDEG). Images were obtained on a single flight without any kind of pre-processing and using a MicaSense Red-Edge camera (MicaSense Inc. Seattle, WA, USA) (see Figure 2) coupled to a Micro UAV SX2 (Sensix Innovations in Drone Ltda, Uberlândia, MG, Brazil) (see Figure 3) at an average height of 100 meters.

The first dataset was obtained from a soybean plantation located respectively at the following decimal coordinate (−17.877308292165985, −51.08216452139867). This dataset contains 1080 images (216 scenes and 5 channels), as shown in Figure 4. The second dataset was obtained from a cotton plantation at the following decimal coordinate (−17.820275501545474, −50.32411830846922) and it contains 830 images (166 scenes and 5 channels), as shown in Figure 5. For both datasets, an expert targeted a spectrum and noted the same 12 control points on each spectrum of each image to construct ground truth for alignment testing.

5.2 Evaluation Metric

In this work, we used back projection error (BP) (Ran et al., 2016) to evaluate the methods compared. Given \( X_i \) and \( X_j \) as the same control points defined by the specialist on the, respectively, target image \( i \) and moving image \( j \) and \( T \) the similarity transformation matrix estimated by a method and \( d \) the euclidean distance function, the back projection error can be defined as shown in Equation 2. Smaller BP error indicates better image registration performance.

\[
    BP(I,J) = \sum_{X_i,TX_j} d^2(X_i,TX_j)
\]

(2)
Figure 4: Example of an image scene containing all channels (Blue, Green, Red, near-IR, red-edge respectively) of the soybean plantation dataset.

Figure 5: Example of an image scene containing all channels (Blue, Green, Red, near-IR, red-edge respectively) of the cotton plantation dataset.

6 RESULTS

In this section, we present the results obtained by the experiments conducted on this work.

6.1 Execution Time of the Framework

First, we evaluated if the modifications performed on the framework reduces its execution time. To accomplish that we estimated the execution time of the original framework proposed by (Yasir et al., 2018) with KAZE Features and SURF techniques. As previous stated, this framework computes the best multispectral registration schema for each dataset. Then, we estimated the execution time of the modified framework, which uses Pearson correlation as metric. Table 1 presents the average running time for both original and modified frameworks in both Soybean and Cotton datasets. It is possible to notice that the modified framework presented a reduction of 95.915% of execution time compared to the original framework. Despite the change in metric for construction of multispectral registration scheme, both original and modified framework result in the same scheme for image registration (see Figure 6).

Table 1: Average of execution time by approach.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dataset</th>
<th>Execution time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Yasir et al., 2018)</td>
<td>Soybean</td>
<td>1148</td>
</tr>
<tr>
<td></td>
<td>Cotton</td>
<td>4682</td>
</tr>
<tr>
<td>Our approach</td>
<td>Soybean</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>Cotton</td>
<td>76</td>
</tr>
</tbody>
</table>

Figure 6: Multispectral registration schema.

6.2 Registration Methods Comparison

In order to evaluate the performance of the registration method, we used two spectral orders: (i) the original spectral order (Blue, Green, Red, RedEdge, and Near-IR) and (ii) the spectral order obtained from the registration framework. We applied both spectral orders in each scene to determine the best alignment order. The metric used to measure the resulting alignment was the Back Projection (BP) error, as described in Section 5.2.
Considering that the images were taken at an average height of 100 meters and considering that the MicaSense RedEdge sensor’s ground sample distance (GSD) for this height is 6.8 centimeters per pixel, we consider that the method failed to align the image if its BP value is greater than 6 pixels, which represents an error of approximately 40.8 centimeters. Table 2 shows the percentage of rejected images for each method and dataset used.

Notice that spatial methods (SURF and KAZE) obtained a high percentage of failure in both datasets when compared to the FFT-PC method. Both SURF and KAZE presented more than 50% of failure in both datasets. It is important to notice that the application of the framework reduced the number of failures of the spatial methods. The FFT-PC method obtained superior results when compared to the spatial methods, presenting less than 1% of failure in the soybean dataset and, on average, 20% of failure in the cotton dataset. It is noteworthy here that the application of the framework in the FFT-PC method caused a simple increase in the number of failures.

The lower performance presented by spatial methods is a result of the peculiar characteristics that agricultural images present. These images usually have few structures that can be used during the alignment process (e.g. streets, artificial objects, etc). In conjunction with the small number of objects to aid alignment, agricultural images typically have similar characteristics throughout the image, which results in several outliers during the feature matching process, thus impairing the quality of the alignment.

Table 2: Percentage of failed alignments for each combination of method and dataset used.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Registration Order</th>
<th>Percentage of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soybean</td>
<td>KAZE</td>
<td>Spectral</td>
<td>66.63%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>28.14%</td>
</tr>
<tr>
<td></td>
<td>SURF</td>
<td>Spectral</td>
<td>89.77%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>75.58%</td>
</tr>
<tr>
<td></td>
<td>FFT-PC</td>
<td>Spectral</td>
<td>0.93%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>0.58%</td>
</tr>
<tr>
<td>Cotton</td>
<td>KAZE</td>
<td>Spectral</td>
<td>62.12%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>38.94%</td>
</tr>
<tr>
<td></td>
<td>SURF</td>
<td>Spectral</td>
<td>75.30%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>52.88%</td>
</tr>
<tr>
<td></td>
<td>FFT-PC</td>
<td>Spectral</td>
<td>19.24%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Framework</td>
<td>20.30%</td>
</tr>
</tbody>
</table>

In the sequence, we calculate the average BP error for each dataset in the spectral orders (Blue, Green, Red, RedEdge, and Near-IR) and the order generated by the modified framework. As can be seen from Figures 7 and 8, the FFT-PC method outperformed all compared methods, regardless of the spectral order applied for alignment. It is also important to notice that in the spatial methods, the application of the framework reduced the average alignment error, demonstrating that its application is feasible for these methods. Interestingly, in the FFT-PC method, the framework application generated a slight increase in alignment error. Since the FFT-PC method does not use features for the image alignment process, the Pearson correlation between the two spectra was not an adequate metric for the use of the framework in spectral methods. The FFT-PC method is based on the Fourier transform and its properties (e.g., scaling and rotation), so that FFT similarity metrics between Fourier spectra should be used as an attempt to improve the comparison between spectra.

We also analyzed the main reason for the failures obtained in each dataset. In the soybean dataset, most of the failures were caused by a high amount of cloud shadows present during the image capture process. An example of these shadows can be seen in Figure 9. In this case, it would be suitable to use a shadow detection and removal technique to optimize the quality of the alignment obtained.

![Figure 7: Average of BP error for the soybean dataset.](image)

7 CONCLUSION

In this work we explored the problem of multispectral image registration and presented a modification of the framework proposed by (Yasir et al., 2018). Our modification generalizes this framework, originally pro-
posed to work with keypoints based methods, so that spectral domain methods (e.g. Phase Correlation) can be used in the registration process.

Our modification generated, for both datasets evaluated, the same registration order as obtained by the original framework. However, our approach has considerably reduced its execution time, thus making it feasible to apply to large datasets. Moreover, our modification reduced the back projection error of the alignment when compared with the spectral order.

Although several methods in the literature use spatial methods for multispectral image alignment obtained by UAVs, the quality obtained by the spectral method (FFT-PC) was considerably superior, which corroborates this approach as an alternative for multispectral registration of images obtained by UAVs.
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