Player Tracking using Multi-viewpoint Images in Basketball Analysis
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Abstract: In this study, we aim to realize the automatic tracking of basketball players by avoiding occlusion of players, which is an important issue in basketball video analysis, using multi-viewpoint images. Images taken with a hand-held camera are used, to expand the scope of application to uses such as school club activities. By integrating the player tracking results from each camera image with a 2-D map viewed from above the court, using projective transformation, the occlusion caused by one camera is stably solved using the information from other cameras. In addition, using OpenPose for player detection reduces the occlusion that occurs in each camera image before all camera images are integrated. We confirm the effectiveness of our method by experiments with real image sequences.

1 INTRODUCTION

Research on sports video analysis has been conducted actively in recent years, with the aim of improving individual players’ ability and team competitiveness, and providing effective information to audiences (Xu et al., 2004)(Vaeyens et al., 2007). In the field of basketball analysis, conventionally, there has been detailed study of video processing after an individual player is cut out: for example, analysis of shoot forms (Liu et al., 2011) and elucidation of the mechanics of the human body when an injury occurs (Krosshaug et al., 2007). In addition, in recent years, there has been advanced research on analysis of team play, such as screen play and pick and roll (Chen et al., 2009)(Chen et al., 2012)(Fu et al., 2011)(Liu et al., 2011)(Lucey et al., 2014)(Liu et al., 2013)-(Lucey et al., 2014). These studies often analyze a non-occlusion image taken from above the court, to easily realize and use player tracking (see Fig. 1), or the player tracking results may be processed manually by analysts. For football videos, many stable player tracking methods using probabilistic techniques, such as the Kalman filter or particle filter, have been proposed. In basketball, in contrast to soccer, occlusion between players occurs frequently because of differences in the size of the court and the camera viewpoints, so a practical method for automatic player tracking has not yet been established.

We do not assume a special environment—for example, a stadium with multiple cameras placed on the ceiling—to enable the player tracking method to be applicable to club activities in high school and junior high school. For these purposes, it is desirable to process images that are captured by hand-held cameras from the side, or obliquely above the court (Wen et al., 2016)(Hu et al., 2011). In this case, occlusion between players is extremely likely to occur. Therefore, we consider the use of multiple videos taken from different viewpoints, which potentially allows players hidden from one camera to be captured by another camera. In addition, as another advantage of using multiple viewpoints, acquisition of three-dimensional information about players becomes possible.

In this study, we assume three cameras with different viewpoints, and propose a method to integrate the information about the players’ positions obtained by them appropriately. Because each camera continually changes its viewpoint, it is necessary to perform calibration efficiently, assuming real-time processing. When detecting a player in each image, it is desirable to use a method that is effective even in the presence of occlusion. Integrating the information from each camera requires a procedure to ensure sufficient stability when the player is hidden from a particular camera or when the player is detected again. In this paper, we propose a player tracking system that satisfies the above requirements. The first feature of the proposed method is to use OpenPose, a human joint detection method based on Deep Neural Network architecture, to avoid some occlusion of players. Another feature...
is that the position of the player detected from each camera’s viewpoint is converted into a reference image viewed from above the court, and the detection results from multiple viewpoints in the reference image are appropriately integrated. In consideration of cases where a player cannot be seen due to occlusion in a certain camera, a data structure and an algorithm capable of handling the disappearance and occurrence of a player position are developed. The performance and effectiveness of our method has been confirmed through real image experiments.

2 CALIBRATION OF CAMERA POSE

Our method for calibrating the camera position and direction has been proposed in (Idaka et al., 2017) in advance. This section introduces the outline shown in Fig. 2. Because a basketball game is played alternately in each half court, the camera direction moves back and forth between both half courts, depending on the offense and defense. Therefore, before starting the game, the standard position and direction corresponding to each half court should be determined. Because an image without a player can be used, feature point correspondence, using a court corner or similar feature, can easily be adopted. The homography matrix $\mathbf{H}$ representing the projective transformation is determined, and decomposed into camera rotation and translation using the following equation (Kanatani, 1993).

$$k\mathbf{H}^* = \begin{bmatrix} r\mathbf{I} + \begin{bmatrix} p & q & r \end{bmatrix} & \begin{bmatrix} A & B & C \end{bmatrix} \end{bmatrix} \mathbf{R},$$  

(1)

where $(p, q, r)$ denotes the plane $Z = pX + qY + r$ corresponding to the court, $(A, B, C)$ indicates the camera position, $\mathbf{R}$ indicates the camera direction, $\mathbf{I}$ indicates a 3 x 3 unit matrix, and $k$ is an arbitrary value. The coordinates of the virtual camera viewing a court from directly above are used as the world coordinates, and the two-dimensional map (2-D map) used in the following is defined by the image viewed by the virtual camera. Figure 3 shows the relation between the virtual camera and the actual imaging camera. The pose of the imaging camera is measured with respect to the world coordinates. The colored points in the right panel of Fig. 3 are the feature points used to determine $\mathbf{H}$ in Eq. 1.

In the processing during a game, under the assumption that the camera position slightly changes,
3 PLAYER TRACKING METHOD

3.1 Outline of Tracking

Our tracking method has the following features:

1. The results of detecting each player from each viewpoint are projected onto a common 2-D map, and a “trajectory” corresponding to each player is determined while evaluating the temporal continuity between frames (see Fig. 4). Here, the trajectory is defined as the tracking result of the player from a single viewpoint. The tracking results from all viewpoints can be evaluated in the same coordinate system.

2. By matching the trajectories from multiple viewpoints, one consistent “track” is created for each player. Occlusion can be overcome and the trajectories of the bench players can be deleted (see Fig. 5).

The following subsections explain the details.

3.2 Player Detection

We first detect the players based on the color information of the uniform. Color information is essential to identify a team, but if multiple players on the same team approach and cause occlusion, they cannot be distinguished.

In addition, OpenPose (Cao et al., 2017) has recently been applied to various studies. OpenPose can detect human joint information from an image; because skeletal information is used, it is possible to detect the presence of a person even if some joints are hidden. In this study, we investigate to what extent the OpenPose method can avoid occlusion, compared with using only color information.

Because the obtained image includes spectators and reserve players around the court, the area of the court (plus a margin of 1 m around the court) is processed, and pixels outside the area are excluded by the projective transformation.

3.3 Player Trajectory Generation

To integrate the player detection results from each viewpoint and each frame, the detection results are projected onto a 2-D map using the camera position and direction obtained in advance. The correct detection results for a specific player in successive frames are in similar locations, both in the image and on the 2-D map. Regardless of the viewpoint, to normalize the measurement of proximity, it should be evaluated not on the image but on the 2-D map. Therefore, if
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3.4 Player Track Generation

The correctness of the trajectory detected from each viewpoint is confirmed by comparison with trajectories from other viewpoints. A specific player’s trajectories should make the same movement on the 2-D map. If the player’s trajectory projected in multiple consecutive frames from one viewpoint exists close to the player’s trajectory from another viewpoint, these trajectories are considered to correspond, and they are recognized as a collection of the player’s correct trajectories. An example of a trajectory that is detected incorrectly is the trajectory of a reserve player. Even if the background is removed using the projective transform, the torso and head of the reserve player on the near side tend to remain in the image more than the reserve player on the far side of the court. These areas are difficult to cut even if we use the colors or the human joints of the players, and they are detected as trajectories as long as they continue to appear in the image, so the correspondence with other viewpoints is used to distinguish them from the correct players.

Correspondence processing is performed for all frames in temporal order. The trajectories from each viewpoint in the frame being processed are compared in a round-robin manner, and correspondence is made using coordinates in a number of successive frames; this number was defined as 10 frames in this study. If a trajectory that has been interrupted by occlusion is subsequently detected again, multiple tracks may be present nearby. If we try to map the trajectory to the track immediately, there are multiple candidates and the ambiguity is high. Therefore, the frame is advanced until the player’s position on the track deviates from the other players’ positions to a certain extent, and then correspondence with the track is made. In this study, we set the separation threshold to 1.5 m experimentally.

The associated trajectories are recognized to be the correct player’s trajectories, and the average value of the trajectories, in each frame from their start frame to their end frame, is taken as the coordinates of the player in that frame; in addition, the coordinates in successive frames become the track of the player. By placing the number identifying the viewpoint in the correspondence log in the corresponding trajectory, it is made clear which viewpoint has been matched, while avoiding double correspondence with the trajectories of other players. The trajectories for which correspondence has been made are managed collectively using an array data structure. This array is called a track array, and the label numbers of trajectories of each viewpoint that are associated with each player, as shown in Fig. 7, are stored for each frame. Figure 7 shows an example in which the label numbers of the trajectories constituting the trajectories of the 8th to 11th frames are represented. The coordinates of player 1 are calculated from the 1st trajectory of the 1st viewpoint, 101st trajectory of the 2nd viewpoint, and 1001st trajectory of the 3rd viewpoint. The details can be understood by referring to the frame.
Because there are five basketball players in each team, it is desirable that five tracks exist in each frame. However, there are cases where a trajectory is interrupted because occlusion occurs. We assume that if occlusion occurs from one viewpoint and the trajectory is interrupted, the trajectory continues from other viewpoints. Even if the trajectory is interrupted at a viewpoint where occlusion occurs, tracking can be performed while avoiding the occlusion by correlating the trajectory restored thereafter with the continued trajectory from another viewpoint (see Fig. 8). This is the feature of this method. Therefore, it is necessary to confirm whether the trajectories already associated with each other correspond to the trajectories that have appeared after occlusion in the viewpoint image in which the discontinuation occurs. Even if occlusion occurs, it is desirable that the trajectory of one of the viewpoints is connected, but if occlusion occurs in three or more players at one location, or occlusion occurs continuously in a short time, the trajectory is interrupted from all of the viewpoints. Therefore, exception handling is required in the following cases:

- **One Player Whose Trajectory has been Lost from Three Viewpoints.** The track that has reappeared in the subsequent frame is assigned to this player. In this way, it is possible to avoid mistakes in trajectory assignment.

- **Two or More Players Whose Trajectories have been Lost from three Viewpoints.** Although it would be possible to track several players after the occurrence of an occlusion, it is possible that the player IDs initially assigned to trajectories may be interchanged with one another. This is because it may not be possible to distinguish between players from the same team in the image. If all of the (two or more) trajectories are broken, when the trajectories are restored again and associated with players, each track is assigned to the player whose position is closest to the position of the player that was associated with the track before the break. However, it is difficult to be certain that the track can be reliably reassigned to the correct player. Therefore, the players and tracks that may have been wrongly associated, and the corresponding frame numbers, are managed as a batch. After the processing is completed, track assignments are manually confirmed; if track assignments are confirmed, all such assignments made after that frame are confirmed. This ensures the correctness of tracking.

4 EXPERIMENT

The experiment was performed using videos captured from three viewpoints. The camera used was Panasonic’s digital high-definition camera (Panasonic: HC-V360M, resolution: 1920 x 1080, 30 frames/sec). We selected 180 consecutive frames and tracked players while overcoming the problem of occlusion. Figure 9 shows a processing area in which the area outside the court has been removed using the homography transformation determined during camera calibration.
Figure 12: Three views and players’ positions on 2-D map using OpenPose.

Figure 10 is an example of joint information obtained by OpenPose, and Fig. 11 shows how OpenPose detects multiple players in an image simultaneously from a certain viewpoint. The appearance of one frame of the player tracking result, when using OpenPose, is shown in Fig. 12, together with the three view images used. Figure 13 shows the number of hidden players in each frame, from each viewpoint. Occlusion is clearly reduced by using OpenPose. When only color information was used, the average occlusion rate per viewpoint was 0.14% for three players, 0.26% for two players, 0.42% for one player, and 0.21% for no occlusion. However, except for one time, occlusion avoidance using multiple viewpoints was performed correctly by the proposed method. The failed case involved frames in which two players could not be detected at the same time from all of three viewpoints, and when the track was recalculated, player substitution occurred. In contrast, when player detection was performed using joint information from OpenPose, occlusion (from more than one viewpoint) did not occur in the same frame. Therefore, players were always detected from at least two viewpoints, and occlusion was avoided in all cases.

Another advantage of using OpenPose is that the resulting trajectories were stable, reducing apparent position errors. With uniform color information, various positions on the back and abdomen were detected as player positions, whereas, when using OpenPose, it was possible to identify and detect the position of the waist with a relatively small difference between players. The star in Fig. 14 indicates the waist position detected by OpenPose from an example image. Therefore, when performing homography transformation, a standard waist height could be used, and the position error on the 2D map was reduced.

Figure 13: Time transition of the number of hidden players by method using (a) color and (b) OpenPose.

Figure 14: Waist position detected by OpenPose is indicated by a star.
5 CONCLUSIONS

In this study, we proposed a basketball player tracking method that integrates information from multiple viewpoints appropriately. The method is based on video captured by hand-held cameras from around the court and from the spectator seats, and its applicability is very high. We also confirmed that using OpenPose for player detection is very effective, compared with using the team uniform color alone. Because team distinction needs to use uniform color, we plan to extract color information from the OpenPose detection results.

To confirm the effectiveness of integrating information from multiple cameras, we focused on the implementation of algorithms to integrate trajectories obtained from each viewpoint on 2-D reference maps. One of the features of the proposed method is that player tracking at each viewpoint, called trajectory generation, and integration of these trajectories, called trajectory generation, are all performed on the same 2-D reference map using homography. This makes it possible to evaluate the proximity of the detected player position without depending on the position of the player or the camera viewpoint. To operate this algorithm stably, it is necessary to accurately detect trajectories from each viewpoint. Currently, we identify players close to each other in successive frames as the same player, but in the future we plan to add statistical improvements, such as introducing a Kalman Filter (Lu et al., 2013) and Bayesian evaluation (Xing et al., 2011). Building a motion model using the game context (Liu et al., 2013) and modeling the relationship between the ball and the player (Maksai and X. Wang, 2016) are also important issues for accurately tracking the player.

Since joint information by the OpenPose can be used as it is for correspondence from different viewpoints, three-dimensional recognition of joint placement is easy to realize. Therefore, in addition to the closeness of the player position between frames, we are investigating whether the tracking of the player can be made more accurate by using the inter-frame matching of this three-dimensional joint information.

Future issues include three-dimensional recognition of players, application of this method to team play and tactical analysis, and ball detection linked to the recognition of dribbling, passing, and shots. For this purpose, three-dimensional reconstruction from joint information detected by the OpenPose is effective. In recent years, the application of Deep Neural Network that handles time series to human behavior recognition has been actively studied. Application to sports analysis is also underway (Baccouche et al., 2010), (Tsunoda et al., 2017), (Wang and Zemel, 2016). We plan to develop such a DNN-based method using joint three-dimensional motion information as input.
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