A Manifold Learning Framework for the Detection of Cardiac Disorders in Acoustic Signals
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Abstract: Cardiac disorders are clinical situations in which the heart does not function properly. These disorders may be fatal to patients if they are not detected. Detecting such disorders often involves special and in some cases very expensive medical devices such as Computer Tomography (CT), Magnetic Resonance Imaging (MRI), Ultrasound imaging or Electrocardiograms. Acoustic detection of these disorders by simply listening to the heart using a stethoscope - although being the cheapest detection method - requires a highly skilled doctor. We propose a method that detects cardiac disorders from simple acoustic recordings of the heart. Acquiring such recording is in most cases cheaper than the above mentioned devices. The proposed algorithm is composed of two steps: an offline training step which constructs a classifier based on labeled recordings; and an online classification step which detects cardiac disorders given a recording of the heart. Given the online nature of the algorithm, the proposed algorithm can be implemented as a smartphone application. One of the key elements of oth the training and detection steps is the concise and informative representation of the acoustic signal. This representation is obtained using the application of the spline wavelet packet transform followed by the application of the Diffusion Maps (DM) dimensionality reduction algorithm. The proposed approach is generic and can be applied to various signal types for solving different classification problems.

1 INTRODUCTION

Classification of acoustic signals is a contemporary problem whose application is found in many domains e.g. Biology (Mac et al., 2018), Surveillance (Munich, 2004; Yaan Li and Zhe Chen, 2017; Schclar et al., 2010; Averbuch et al., 2001; Averbuch et al., 2004) and oceanic sciences (D.A.Abraham, 2019), to name a few. In this paper we focus on detection of cardiac disorders using acoustic recordings of the heart. The underlying assumption is that recordings of cardiac disorders have distinctive acoustic signatures which differ from the acoustic signatures of healthy hearts. In order to detect cardiac disorders using acoustic recordings, one must extract and recognize these definitive signatures. These signatures can be found in small intervals in the recording. Therefore, we decompose the signal into short overlapping windows that are used by the proposed algorithm. Each window is treated as a high dimensional data point.

Using the raw signal is inefficient and produces poor results since the signal contains redundant information and noise. The redundant information is partly due to the quasi-periodic structure of the signal which contains only a small number of dominant frequencies. Accordingly, we apply the Spline Wavelet Packet Transform (SWPT) (Daubechies, 1992) to each window since we assume that acoustic signatures are inherent in the energy of the wavelet packet coefficients. Furthermore, SWPT sparsifies the smooth parts of the signal, providing better energy compactization of the signal in a few wavelet packet coefficients and provides better frequency coverage of the signal.

In order to remove noise that is still present after the application of the SWPT and derive a more concise representation (using the high dimensional result of the SWPT is impractical due to the curse of dimensionality) we apply the Diffusion Maps (DM) (Coifman and Lafon, 2006; Schclar, 2008) dimensionality reduction algorithm to the result of the SWPT. This embeds the high dimensional result of the SWPT into a lower dimension space. We chose the DM algorithm since it was successfully applied in various algorithms (Lafon and Lee, 2006; Lafon et al., 2006; Rabin and Coifman, 2012; Deng and Han, 2016; Sulam et al., 2017).

In order to derive the concise representation of a new signal $s_{new}$, we use the Nyström out-of-sample
extension (Nystrom, 1928) algorithm instead of applying the DM algorithm. We do so since the complexity of the Nyström algorithm is linear while the complexity of the DM algorithm is quadratic.

The proposed algorithm is composed of two stages:

- An offline training stage in which data with a-priory knowledge is analyzed and features, which characterize it, are extracted and stored.
- An online detection phase in which a new signal that was part of the training stage undergoes processing stages that are similar to the training stage. The processing outcome is compared using a simple k-nearest neighbor scheme to the database that was constructed in the training stage.

The rest of the paper is organized as follows. In Section 2 we briefly describe the SWPT, DM and the Nyström algorithms. In section 3 the proposed algorithm is presented. Experimental results are presented in section 4. In section 5 we summarize the results and outline the next steps in this research.

2 MATHEMATICAL BACKGROUND

2.1 Spline Wavelet Packets

There are many wavelet packet libraries which differ from each other by their generating low-pass and high-pass filters, the shape of their basic waveforms and their frequency contents. In principle, the transform of a signal of length \( n = 2^j \) can be implemented up to the \( 2^j \) decomposition level (scale). At this level, there exist \( n \) different waveforms, which are close to sine and cosine waves with multiple frequencies. There is a duality in the nature of the wavelet packet. As the decomposition level increases, a better frequency resolution at the expense of time domain resolution is achieved and vice versa.

Figure 1 displays a wavelet packet after decomposition into three levels by a spline of sixth order (Battle-Lemarie (Daubechies, 1992)). The splines do not have a compact support in the time domain. However, they produce an excellent splitting of the frequency domain (see Fig. 1-b).

The advantage of spline wavelet is that it produces a good split of the frequency domain, however, it is not localized as well as other wavelet packets. In this paper we chose the sixth order spline wavelet packets since it reduces the overlap between frequency bands associated with different decomposition blocks, while providing a variety of waveforms with a fair time domain localization.

2.2 The Diffusion Maps Algorithm

Diffusion maps (Coifman and Lafon, 2006; Schclar, 2008), is a nonlinear dimensionality reduction method. The eigenfunctions of a Markov matrix, which define a random walk on the data, are used to construct coordinates that provide concise representations of the underlying data sets where the geometry of the original data set is preserved.

Consider a data set \( \Omega = \{x_1, \ldots, x_n\}, x_i \in \mathbb{R}^m, m \in \mathbb{N} \). An undirected weighted graph in which each node corresponds to a data point is constructed. Every pair of nodes \( x_i, x_j \in \Omega, i \neq j, 1 \leq i < j \leq n \) is connected by an edge whose weight is given by a symmetric, point-wise non-negative weight function \( w(x_i, x_j) \), which reflects the similarity between \( x_i \) and \( x_j \). The DM algorithm embeds \( \Omega \) into a low-dimensional \( L_2 \) space in which the Euclidean distance between points \( i \) and \( j \) approximates the connectivity between these points in the graph. The connectivity is referred to as the diffusion distance.

The choice of the weight function is dependent on the application as long as the conditions of symmetry and non-negativity are kept. A common choice for the kernel function, \( w(x_i, x_j) \), is the Gaussian kernel

\[
    w(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{\varepsilon} \right)
\]

where \( \varepsilon > 0 \) is the scale parameter. Discussion on how to choose \( \varepsilon \) can be found in (Schclar and Averbuch, 2015).

We now create a random walk on the data set \( \Omega \) by forming the kernel \( p(x, y) = \frac{w(x, y)}{d(x)} \) where \( d(x) = \sum_{z \in \Omega} w(x, z) \) is the degree of \( x \). Since \( p(x, y) \geq 0 \) and \( \sum_{y \in \Omega} p(x, y) = 1 \), this defines a Markov chain.
where \( p(x, y) \) is the probability to jump from \( x \) to \( y \) in a single step. Let \( P \) be the \( N \times N \) transition matrix of this Markov chain. Let \( p_t(x, y) \) be the kernel corresponding to the \( t^{th} \) power of matrix \( P \), that is, \( p_t(x, y) \) is the transition probability matrix in \( t \) time steps. When \( t \to +\infty \), this Markov chain is governed by a unique stationary distribution \( \phi_0 \), such that \( \lim_{t \to +\infty} p_t(x, y) = \phi_0(y) \) for all \( x \) and \( y \). \( \phi_0 \) is the top left eigenvector of \( P \), \( \phi_0^TP = \phi_0^T \), and \( \phi_0(y) = \sum_{\Omega} \phi_0(y) \) holds. Let \( \{\phi_t\} \) and \( \{\psi_t\} \) be the corresponding bi-orthogonal left and right eigenvectors of \( P \). The following eigendecomposition exists

\[
p_t(x, y) = \sum_{l=0}^{n-1} \lambda_l \psi_l(x) \psi_l(y)
\]

(2)

where \( \{\lambda_l\} \) is the sequence of eigenvalues of \( P \) (with \( |\lambda_0| \geq |\lambda_1| \ldots \)). The diffusion distance between two points \( x \) and \( z \) was introduced in (Coifman and Lafon, 2006) as

\[
D_t^2(x, z) = \sum_{y \in \Omega} \frac{(|p_t(x, y) - p_t(z, y)|)^2}{\phi_0(y)}.
\]

(3)

This distance measures the connectivity between \( x \) and \( z \) since it involves an integration along all paths of length \( t \) starting from \( x \) or \( z \). Unlike the shortest path or geodesic distance, this metric is robust to noise (perturbation) due to this integration.

The connection between the diffusion distance and the eigenvectors is given by

\[
D_t^2(x, z) = \sum_{l \geq 1} \lambda_l^2 (\psi_l(x) - \psi_l(z))^2.
\]

(4)

Note that \( \psi_0 \) does not appear in the sum because it is a constant.

Due to the spectrum decay, only a few number of terms are needed to achieve a given relative accuracy \( \delta > 0 \). The number of needed terms is denoted by \( m(t) \). From Eq. 4 it follows that the right eigenvector can be used to compute the diffusion distance and thus the diffusion map is defined as

\[
\Psi_t: x \to (\lambda_1^t \psi_1(x), \lambda_2^t \psi_2(x), \ldots, \lambda_{m(t)}^t \psi_{m(t)}(x))^T.
\]

(5)

This mapping provides coordinates for the data set \( \Omega \) and embeds the \( n \) data points into the Euclidean space \( \mathbb{R}^{m(t)} \). The dimensionality is reduced due to the fast decay of \( \{\lambda_l\} \) that ensures that \( m(t) << m \).

### 2.2.1 The Nyström Out-of-sample Extension

The Nyström extension (NE) (Nyström, 1928; Williams and Seeger, 2000; Fowlkes et al., 2004) extends a known function on a given data set to include a new data point which is not int the data set. The NE algorithm uses both the target function and the geometry of the training set. We use NE to embed a new signal into the low-dimensional representation of the training set. The Nyström extension has been successfully used numerous problems in the past e.g. to accelerate kernel machines (Williams and Seeger, 2000) and spectral clustering (Fowlkes et al., 2004), to name a few.

Let \( \Omega \) be a data set and let \( \Psi_t \) be its diffusion embedding map. \( \mu_l \) and \( \phi_l \) are the eigenvalues and eigenvectors, respectively, of the Gaussian kernel with width \( \sigma \) on the training data \( \Omega \). Denote by \( \overline{\Omega} \) the new data set. \( \sigma > 0 \) defines the scale of the extension.

Then, \( \mu_l \phi_l(x) = \sum_{\Omega} e^{-||x-y||^2/\sigma^2} \phi_l(y), x \in \Omega \).

Since the kernel can be evaluated in the entire space, it is possible to use any \( x \in \mathbb{R}^d \) on the right side of the identity.

The Nyström extension (Nyström, 1928) from \( \Omega \) to \( \mathbb{R}^d \) of the eigenfunctions is defined as:

\[
\hat{\phi}_l(x) = \frac{1}{\mu_l \sum_{\Omega} e^{-||x-y||^2/\sigma^2}} \phi_l(y), x \in \mathbb{R}^d.
\]

(6)

Any function on the training set can be decomposed into

\[
f(x) = \sum_l (\phi_l, f) \hat{\phi}_l(x), x \in \Omega.
\]

(7)

The Nyström extension of \( f \) on the rest of \( \mathbb{R}^d \) is given by

\[
\tilde{f}(x) = \sum_l (\phi_l, f) \hat{\phi}_l(x), x \in \mathbb{R}^d.
\]

(8)

In particular, \( f \) can be every coordinate in the embedding that the DM algorithm produces.

### 3 THE PROPOSED ALGORITHM

The classification algorithms for processing acoustic signals is split into two stages, training and detection.

The input to the training stage is a data set \( \Omega = \{s_i\}_{i=1}^n \) that is composed of recordings signals in a pulse mode modulation (PCM) format of healthy hearts and hearts that suffer from disorders. The signals may vary in their length and their class/type are known a-priori. The training stage constructs a concise representation of the training signals. This is achieved by embedding the signals into a low-dimensional space. The detection phase embeds new signals into the low-dimensional space that was constructed during the training phase. A new signal is classified into health/unhealthy heart via a simple nearest neighbor scheme.

Both stages share common data preparation steps which are described in Algorithm 1 and are detailed below.
Algorithm 1: Preprocessing of a signal $s$.

1. Decomposition of the signal $s$ into overlapping windows.
2. Application of the spline wavelet packet transform to each window.
3. Summing the wavelet coefficients in each frequency band.
4. Averaging every $\mu$ consecutive windows obtained in step 2 in order to reduce the noise where $\mu > 0$ is a parameter that indicates the number of windows to average.
5. Dimensionality reduction of each averaged window using DM during training and using the Nyström extension during testing.

The stages differ in a final preprocessing stage that they apply following Algorithm 1. Namely, the training stage uses the DM algorithm while the detection phase uses the Nyström extension.

Below is a detailed description of each step in Algorithm 1.

**Step 1: Decomposition into Windows.** Let $s_t \in \Omega$ be a signal and let $s_t(t), t = 0, \ldots, |s_t| - 1$ denote the modulation value at time $t$ where $|s_t|$ is the size of signal $s_t$. Each signal $s_t$ is decomposed into a set of windows $W_t$ each of size $l = 2^r$, $r \in \mathbb{N}$, with overlapping of $v\%$ between every two consecutive windows. The set of all windows is given by $\Omega_w = \bigcup_{l=1}^{D} W_l = \{w_j\}_{j=1}^{n_w}$, $w_j \in \mathbb{R}^l$ where $n_w$ is the total number of windows of the signals in $\Omega$.

**Step 2: Application of the Spline Wavelet Packets.** We use the sixth order spline wavelet packet. A spline wavelet is applied to scale $D \in \mathbb{N}$ to each window $w_j \in \Omega_w$. Typically, if $l = 2^{10} = 1024$, then $D = 6$ and if $l = 2^{9} = 512$ then $D = 5$. The coefficients are taken from the last scale $D$. This scale contains $l = 2^r$ coefficients that are arranged into $2^D$ blocks of length $2^{r-D}$. Each block is associated with a certain frequency band. These bands form a near uniform partition of the Nyquist frequency domain into $2^D$ parts. The outcome is $\Omega_{wave} = \{wp_j\}_{j=1}^{n_w}$, where $wp_j \in \mathbb{R}^l$. At the end of this step, each window $wp_j \in \Omega_{wave}$ is substituted for the set of its spline wavelet coefficients.

**Step 3: Calculation of the Energy.** We construct the acoustic signature using the distribution of energy among blocks which consist of wavelet packet coefficients. The energy is calculated by summing the coefficients in each block. The outcome is $\Omega_e = \{we_j\}_{j=1}^{n_e}$ where each $we_j \in \Omega_e$ is of dimension $\mathbb{R}^{2^D}$. This operation reduces the dimension by a factor of $2^{r-D}$.

**Step 4: Averaging.** This step is applied in order to reduce perturbations and noise. Given the energy, $\Omega_e = \{we_j\}_{j=1}^{n_e}$, of the signals as calculated in step 3, we calculate the average of every $\mu$ consecutive windows which belong to the same signal in order to receive a more robust signature. Given a training signal $s$, let $\Omega_e(s) = \{we_j(s)\}_{j=1}^{n_e(s)}$ be the set of segments of wavelet energy coefficients that were calculated in step 3 for $s$ where $n_e(s)$ is the number of segments that $s$ was decomposed to in step 1. For each segment $we_j(s)$ we calculate

$$wa_j(s) = \frac{1}{\mu} \sum_{k=j}^{j+\mu-1} we_k(s)$$

The classification of $wa_j(s)$ is the same as $s$. The output of this step is $\Omega_a = \{wa_j\}_{j=1}^{n_a}, wa_j \in \mathbb{R}^{2^D}$.

**Step 5: Dimensionality Reduction.** The dimensionality of each segment in the output of step 4 if further reduced by applying dimensionality reduction. However, the training and detection stages implement this step differently. The training stage applies the DM algorithm to $\Omega_a$ and produces $\Omega_a = \{\tilde{wa}_j\}_{j=1}^{n_a}, \tilde{wa}_j \in \mathbb{R}^q$ where $q$ is the reduced dimension. The detection step, on the other hand, employs the Nyström extension algorithm in the following manner.

Let $\alpha$ be a test signal that is input to the detection stage. In order to classify the $k$-th segment, $\alpha_k$, where $k \geq \mu$, the steps 1-4 are applied to $\alpha_k$. We denote the averaged energy of the $\mu$ windows that precede $\alpha_k$ by $\bar{\alpha}_k$ (note that there is no need to wait for the entire signal to be received). The Nyström extension algorithm is applied to $\bar{\alpha}_k$ and we denote the result by $\hat{\alpha}_k$. This embeds it into the reduced space that contains $\Omega_a$. The classification of $\hat{\alpha}_k$ is determined according to the type of training window that is the nearest to $\hat{\alpha}_k$.

The classification phase is done online. In order to classify a signal at time $t$, the algorithm only needs the $\mu$ consecutive overlapping windows that immediately precede time $t$.

### 4 EXPERIMENTAL RESULTS

We denote the parameters of the algorithms by: $L$ is the window size, $v$ is the overlapping percent, $\mu$ is the number of windows to average, $D$ is the the scale of
spline wavelet and \( q \) is the the target dimensionality of the DM algorithm. The number of neighbors in the k-nn classifier was set to 15. The values of these parameters were determined empirically. The classification phase was tested on recordings that were not a part of the training set.

The signals were taken from different people in different occasions. The recording sample rates (SR) were 22050 samples per second (SPS) and 11025 SPS. They were all down-sampled to 2205 SPS. The classes in this experiment are: (a) normal heart beats; and (b) a cardio vascular disorder. The data were collected from different adults in different occasions. The training sample set consisted from 7 recordings, 4 of them represent normal cardio behavior and 3 represent a cardio disorder. The detection set contains 2 recordings that did not participate in the training phase. The following parameters were used in the training and classification phases: \( L = 1024, \nu = 75\%, \mu = 3, D = 6, q = 3 \). These parameters were determined empirically.

Figure 2 depicts the clusters that are obtained when the dimension reduced space is \( \mathbb{R}^2 \). It can be seen that the first two eigenvectors provide a complete separation into two disjoint clusters.

Figure 2: Clusters generated by the application of DM. The plot is the embedded data onto the space spanned by the first two eigenvectors.

Figure 3 contains the classification results of a recording that contains a cardiac disorder.

Figure 3: Classification from a recording that contains a cardiac disorder. Top: Original recording. Bottom: The probability for a cardio disorder using the DM algorithm.

Figure 4 contains the classification results of a normal heart beat signal.

Figure 4: Classification from a recording that contains a normal cardio system. Top: Original recording. Middle: The probability for a cardio disorder using the DM algorithm. Bottom: The probability for a normal cardio behavior using the DM algorithm.

It can be seen that classification results are very good.

5 CONCLUSIONS

In this work, we presented a manifold learning scheme for the detection of cardiac disorders using acoustic recordings. The algorithm is composed of a training phase and a detection phase. In both phases the signals are decomposed to overlapping windows and each window undergoes a spline wavelet packet transform followed by coefficients compaction and temporal smoothing. The dimensionality of each window is further reduced via the DM dimensionality reduction algorithm. The set of all windows form a training set for a nearest-neighbor classifier. During the detection, the examined signal undergoes similar steps to those employed during the training, however, the dimension is reduced via the NE algorithm. Each classification of each window in the examined signal is determined according to its nearest in the dimension-reduced training set.

The preliminary results of the proposed scheme are very promising. However, the scheme is further investigate in as follows. Additional experiments are needed to corroborate the accuracy of the scheme. A data-driven method to automatically determine the optimal values of the algorithm’s parameters is sought after. Other classifiers and other manifold learning algorithms should be examined. The proposed scheme is general and can be successfully applied to other domains. Finally, the training set can be online extended to include the new signals.
REFERENCES


