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Abstract: We propose an extension for a dynamic 3D model that allows a hierarchical labeling of continuous interactions in scenes. While most systems focus on labels for pure transportation tasks, we show how Atlas information attached to objects identified in the scene can be used to label not only transportation tasks but also physical interactions, like writing, erasing a board, tightening a screw etc. We analyse the dynamic motion observed by a camera system at different abstraction levels ranging from simple motion primitives, over single physical actions to complete processes. The associated observation time horizons range from single turning motion on the screws tightened during a task over the process of inserting screws to the entire process of building a device. The complexity and the time horizon for possible predictions about actions in the scene increase with the abstraction level. We present the extension at the example of typical tasks observed by a camera, like writing and erasing a whiteboard.

1 INTRODUCTION

Complex environments expose multiple parallel actions happening in different parts of the scene. The agents acting in the scene try to model the dynamic changes, which allows them to predict the future changes and reduces the required frequency in which the action needs to be verified. Depending on the level of the abstraction, the prediction horizon may vary from a few seconds for primitive motion trajectories, over multiple seconds for basic actions, like screw tightening, all the way to multiple minutes in case that the system can recognize the current process being executed in some part of the environment. A dynamic model as the one presented in (Ramirez and Burschka, 2013) provides different abstraction modalities and a-priori descriptors that can be used by dynamically configurable plugins, like navigation, object recognition, action labeling modules, etc. The action labeling presented in (Chen and Burschka, 2018) characterized pure transportation actions that were segmented by changes in the contact relation between the manipulator and the object in the scene. This plugin uses geometric Location Areas stored in the geometric part of the hybrid model (Fig. 1). The current extension utilizes a segment of the observed motion trajectory associated with dynamic objects (blobs) in the model to represent interactions with the physical structures in the scene at different abstraction layers. Analogous to a typical visual prediction-correction tracking scheme, in which a dynamic model is required to give hints about the expected behavior of the state of the target, a set of data providing information about human actions is also required to describe and disambiguate certain tasks from others. The results of the analysis described in this paper provide a set of motion patterns for this purpose. We take into consideration three main elements. The first aspect, commonly overlooked in the visual identification or recognition of human actions or activities, is to observe the modifications or alterations that such actions might provoke in the immediate surroundings. For example,
by chopping, we could observe the state of the onion or potato before the action, and confirm the slices of onion or the stripes of potato afterwards. A second element to consider is to know what object is in used. With this we will be able to narrow a bunch of actions down to a small set of tasks that are specifically related with the object. Since an object can have different functions the next direct element to examine would be to observe how it is handled. Considering that a task or action is linked to the use of one single object and that an activity comprises a series of tasks involving several objects, in this work we focus on the analysis of single tasks by integrating and associating the above mentioned elements: what object is in used, how it is handled and how it interacts with the environment. However, instead of observing the changes of the environment after a task execution, which might be a challenge by its own, we simplify and generalize this stage by combining the last two elements in our approach: we project the path of the executed motions onto the constraining surface nearest to the action. The reasons for this: i) in many indoor environments specific actions and activities occur close to or over supporting surfaces, e.g., table, desk, stove, workbench, wall, sink, etc.; ii) having a plane constraint as reference the distance from it to the action motions can be decoupled from the original motion measurement, this distance is in general constant or presents small variations. The advantages obtained with this are: i) the 3D motion path is reduced in one dimension leaving a 2D projected motion track as the action’s fingerprint on the plane, ii) as explained in the paper, a semantic tracking, i.e., the prediction and monitoring of tasks can be performed by decomposing the projected 2D pattern into its primitive motion components.

**Prediction Horizons.** In fig.2 we show two exemplary scenarios that show two different levels of abstraction in the prediction of actions. The first scene on the top row shows a child walking from the left to receive an offered object on the right (a), under a low level prediction scheme (red straight line) the child’s walking can be estimated with the up-to-this-time observed positions (cyan path) (b), the child’s actual motion does not follow the predicted path since he unexpectedly turns back (c), in the end a straight path could still be fitted to the entire observed path (d) although it would not expose the actual behavior. A higher level predictor agent might take into consideration unexpected but possible changes in the child’s state, e.g., by observing the curvature in his trajectory (e) labels like walking, stopping, turning, etc. can be assigned. In the bottom row a scene corresponding to writing on a whiteboard is shown (f,g), the motions of the active agent, the hand, are observed (tracked) and projected onto the surface constraint, the whiteboard (h), and they are encapsulated by PCA (Principal Component Analysis) for further processing (i), the projected motions on the board are shown in (j). A long-term
prediction agent might combine these elements (object, motion, interaction) and tag them as: *writing on a board*. Depending on the abstraction level sometimes it is more convenient and beneficial to observe closer and more attentive some motion features rather than others. In the child example it is more advantageous to keep track on how his actual position deviates from the predicted path at each step, whereas in the whiteboard example it might be more helpful to examine either the final written pattern e.g., by an OCR *(Optical Character Recognition)* system or the motion patterns projected onto the plane, in order to determine the action in progress, writing vs erasing.

We organize the paper as follows. In the next section we describe briefly some other published approaches to the visual recognition of actions or activities. In Sect. 3 the theoretical and mathematical fundations as well as the image processing procedures of the approach are explained. We run some experiments in different scenes with different objects/tools, the results are presented in Sect.4. In Sect. 5 we give some final comments and remarks on the presented work.

2 RELATED WORK

It is not uncommon to find very frequently in this line of research the words: *activity, task, action, and atomic action*. In this context we define the following concepts. *Atomic action*: or stroke or gesture, generally they describe fast, short, instantaneous and continuous motion displacements, e.g., a hand twist, lifting an arm, etc; *Action*: or task, it is composed by an ordered sequence of atomic actions, e.g., drinking, writing, etc; *Normally one action is associated with one object*. *Activity*: is a series of different actions that are shared in space and time, e.g., cooking, driving, etc. One activity is associated with multiple objects. 

The literature in this area spans from the recognition of atomic actions to the identification of activities in a general, global perspective, this is, such actions and activities are not linked to an specific object. Here we describe some representative examples. In (Ju Sun et al., 2009) they tackled the problem of action recognition in video sequences scenes by introducing three levels of context, a point-level context with a *SIFT* descriptor (Lowe, 2004), an intra-trajectory context defined by the trajectory of the salient *SIFT* features and an inter-trajectory context where the intra-trajectory is related to the other objects in the scene. The approach in (Kuehne et al., 2012) combines histograms of sparse feature flow with *hidden Markov Model* HMM for action recognition. Global histograms of sparse feature flow are built for each input image and processed for recognition of small action units by the HMM stage, then the actions units are combined into a meaningful sequence for the recognition of the overall task. Recently in (Chen and Burschka, 2018) in order to predict and label human actions with objects they proposed a graphical representation to link the objects with their corresponding usual places inside a scene. In this representation they decouple the action regions inside the environment into *location areas* (LA) and *Sector Maps* (SM). The former is where actually the action occurs and the latter indicates rather the transportation way between LAs. Following this approach we can say that our work focus on the LAs, since we observe mainly how an object interacts in order to characterize its functionality.

3 APPROACH

Inside our analysis framework we can identify the next main functional blocks: hand tracking, plane detection and point projection to a plane. In Algo.1 we present an overview of the workflow of the approach.

```
Algorithm 1: Main Workflow of the Approach.

Result: Projected Motions and Motion Pattern

1 GET I_{rgb}(k); /* rgb-3d image */
2 DETECT-PLANE;
3 SEG-3D hand; /* 3D segmentation */
4 init KF_{id';}
5 while I_{rgb}(k) ≠ 0 do
6   DETECT-PLANE;
7   KF_{id'} predict hand-pos;
8   SEG-3D hand-pos;
9   KF_{id'} correct hand-pos;
10  PROJECT-Hand-centroid;
11 end
12 run-PCA on (proj-pts);
13 get Motion-Patterns;
```

3.1 Hand Tracking and Plane Detection

We assume we know a-priori the object in used. For this an additional object recognition block can be added to the system or it can be simply introduced manually. In any case we track the motions of the hand rather than the object’s for several reasons: i) the hand is the active actor in the visual environment that
generates the motions, ii) once the hand is grasping an object its 3D geometry does not change abruptly, which makes it simpler to track, as a blob, without any need of a 3D model, iii) the hand covers partially or almost totally the object it grasps, or the object is not visible for the sensory system, like some objects in our experiments: pen, knife, fork, eraser, screwdriver. In this work we are not interested in hand gestures, either, hence, our tracking model of the hand is a segmented blob of 3D points corresponding to its visible surface. The implemented a Kalman filter (Welch and Bishop, 1995)(Kalman, 1960) tracks the trajectory of 3D segmented hand’s centroid. To determine the constraining plane we mark three points inside the visual 2D scene. The normal-point form of the plane is defined by the Eq. 1 and the potential 3D plane points are chosen with a fixed distance threshold. See Fig.3.

\[ ax + by + cz + d = 0 \]  

(1)

where \(a, b, c\) and \(d\) are the constants defining the normal vector to the plane \(\hat{n} = [a, b, c]\), and \(d\) is the distance from the origin of the coordinate system to a reference point on the plane \(d = -\hat{n} \cdot p\).

Figure 3: The blob segmentation of the hand is highlighted during the tracking. The detected plane (in green with blue normal vector) during writing on the whiteboard, tightening with a screwdriver and during drinking are also shown. The tracked blob centroids are shown in green.

### 3.2 Projection onto Plane Constraint

In order to obtain the action’s fingerprint drawn on the plane we project each tracked hand’s centroid onto the plane by determining the 3D vector parallel to the plane normal that connects the current observed centroid to the plane, see Fig.4. According to (Schneider and Eberly, 2003) the mathematical expression to project a point onto a plane is given by Eq.2, and the distance from the current centroid to the plane by Eq.3.

\[ \mathbf{q}' = \mathbf{q} - (\mathbf{q} \cdot \hat{n} + d) \hat{n} \]  

(2)

where \(\|\hat{n}\| = 1\), \(\mathbf{q}\) is the current hand’s centroid and \(\mathbf{q}'\) is its projection onto the plane.

\[ r = \frac{\mathbf{q} \cdot \hat{n} + d}{\|\hat{n}\|} \]  

(3)

**Figure 4:** For the Chinese writing style on the whiteboard, shown in the right picture, the 3D hand’s centroids (the green points) are projected onto the plane (black points on the orange background). The red line represents the vector parallel to the plane normal projecting the current centroid onto the plane.

**Writing and Erasing on Whiteboard.** In both actions the grasped object is in general partially covered by the hand what makes it almost completely unperceptible for the sensory system. The projected motions on the plane exhibit different patterns as can be seen in Fig.5 for the writing and erasing action. Although no pattern can be observed from the pro-

<table>
<thead>
<tr>
<th>Object</th>
<th>Action</th>
<th>Projected Motion</th>
<th>Projected Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whiteboard</td>
<td>writing</td>
<td>Periodic</td>
<td>Structured</td>
</tr>
<tr>
<td></td>
<td>erasing</td>
<td>Erratic</td>
<td>Arbitrary</td>
</tr>
<tr>
<td>Screwdriver</td>
<td>tightening</td>
<td>Oscillatory</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>poking</td>
<td>Sharp, Jerky</td>
<td>Asymmetric</td>
</tr>
<tr>
<td>Hammer</td>
<td>hitting</td>
<td>Sharp, Period-ish</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>pulling</td>
<td>Erratic</td>
<td>Longer in one axis</td>
</tr>
<tr>
<td>knife</td>
<td>chopping</td>
<td>Periodic, Oscillatory</td>
<td>Elliptish</td>
</tr>
<tr>
<td>Pen</td>
<td>writing</td>
<td>Periodic</td>
<td>Structured</td>
</tr>
<tr>
<td>Fork</td>
<td>eating</td>
<td>Period-ish</td>
<td>Elliptish</td>
</tr>
<tr>
<td>Glass</td>
<td>drinking</td>
<td>Period-ish</td>
<td>Elliptish</td>
</tr>
</tbody>
</table>

### 4 EXPERIMENTS

The application code was implemented in c++ programming language running in an ASUS i7 laptop with a Nvidia GeForce 940mx card. The footages are playbacked at the same rate they were recorded. The plane detection as well as the motion reprojection are performed in real time. An overview of the presented recorded scenes is shown in Table 1.

Table 1: Characteristics of the motions and projected patterns.
Figure 5: Whiteboard. Projected patterns on the top row, and their projected motions on the bottom row. The first column shows the results for the *occidental* writing style with left-to-right horizontal writing progress and up-to-bottom row sequence, the second column corresponds to the *oriental* style with up-to-down writing progress and right-to-left column sequence. The last two columns correspond to two erasing sequences.

Projected motion strokes corresponding to the erasing task, since this is a rather arbitrary, *disorganized* action, we can observe that the writing action generates a very structured pattern depending on the writing style: with a constant increasing slope from left to right corresponding to the motion along the rows or with a decreasing slope corresponding to the downward motion along the columns, both presenting small variations in the other axis that mirrors the height or width of the written characters. Additionally, we also observe that during erasing the hand remains most of the time close to the whiteboard, whereas the writing presents more separations periods.

**Tightening and Poking with a Screwdriver.** In Fig. 6 it can be observed the irregular oscillations during the tightening. The oscillations are more perceptible in one projected axis than the other, this could be caused by the fact the that motions represent the positions of the hand’s centroid which varies irregularly not only due to its translation and rotation motions but also depending on how much of its surface is visible to the camera at each frame. Instead of this erratic oscillations the poking action presents small sharper patterns due to the sudden hand strokes characteristic of the poking motion. In Fig. 7 can be also observed that the projected pattern of the tightening action is rather symmetrically sparse with a constant distance to the plane.

![Figure 6: Screwdriver. Projected motions for tightening (top) and poking (bottom).](image)

**Hitting and Pulling with a Hammer.** The spiky plots in the three dimensions in Fig. 8 give immediately the idea of an action with sudden, sharply motion strokes, which correspond to the act of hitting with a hammer. In contrast, pulling with a hammer’s
claw presents irregular motion patterns but quite centralized and with more span in one direction due to the swinging motion of pulling the hammer’s handle back and forth, see Fig.9.

Chopping with a Knife and Writing with a Pen over a Table. The almost regular oscillations in one of the projected axes, x-axis in this case, and in the distance to the plane, see Fig.10, indicates that a circularish pattern is drawn in a plane perpendicular to the supporting chopping surface. This pattern indicates the rhythm and main cutting direction, whereas the y-axis indicates the hand’s centroid location along the chopped object. Opposed to this oscillation pattern the act of writing over a table presents the same very well defined and structured motion pattern as writing on the whiteboard. The constant slope motion in the x-axis indicates the writing progress along the rows with those sharp drops indicating the changes of rows.

The small jerking on the y-axis indicates the drawing and height of the characters. The bias presented in the y-axis going down might be related to the non-perfect alignment between the PCA-axes and the row lines during the writing, as shown in Fig.11.

Eating with a Fork and Drinking with a Glass on a Table. If we were to observe and compare the mimics of both actions without any object in the hand we will find that both actions are quite identical and, as shown in Fig. 13, they also present similar fingerprints. The visual atomic actions with which we can probably take them apart might be in the way the hand would grasp the object (fork/glass) and the backward motion of the person’s head by drinking in contrast to the slightly forward motion during eating. Although we do not observe these features in our approach, what we do observe are: i) the frequency in which the hand moves back and forth from the table to the per-
son’s head, which is faster during eating, ii) the time the hand stays close to the head is larger during drinking, which occurs during phase when the glass is close the mouth and it can be observed in the flatter wave crests in the distance-to-plane plot for drinking, iii) the head motion forwards for eating and backwards for drinking can be perceived in the hand’s distance to the plane in the plots, which is higher during drinking, see Fig.12.

Figure 12: Eating vs Drinking on a table. Projected motions for eating (top) and drinking (bottom).

Figure 13: Eating vs Drinkig on a table. Projected patterns for eating (top) and drinking (bottom).

5 CONCLUSIONS

In this work we presented an analysis framework that allows us to extract the distinctive motion features that characterize and help to identify an action or task in progress. This analysis mechanism, applied as an external agent, is fed with the segmented structures from a dynamic 3D environment model to analyse their dynamic properties and the interaction among them. The agent profits not only from the extracted set of decomposed motion primitives but also from their arrangement and interactions with the environment to boost the short-term prediction horizon from a geometric level to higher level of motion understanding: action labelling. The next step in this work is to improve the action labeling agent by giving it more autonomy in the process e.g., hand, object detection, etc. and integrating more required functional blocks with objective to analyse more complex tasks and activities in different scenarios.
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