Generative Locomotion Model of Snake Robot with Hierarchical

Keywords:

Abstract:

Networks for Topological Representation

Yoonkyu Hwang and Masato Ishikawa

Graduate School of Engineering, Osaka University, Yamadaoka, Suita, Osaka, Japan

Locomotion, Generative Model, Topological Representation, Sequential Variational Inference, Hierarchical
Networks, User-oriented Interface.

We propose novel generative locomotion models for snake robots. Locomotion researches have been relied
on human experts with rich domain-knowledge and experience. Although recent data-driven approaches can
achieve explict controllers to make robots move, results often do not show enough interpretability with respect
to user-oriented interface. The proposed model focuses on interpretable locomotion generation to help intu-
itive locomotion planning by end-users. First, we introduce the topological shaping for time-series training
data. This allows us to bound the data to specific region, which leads to training/inference simplification,
intuitive visualization, and finally high generalization property for the proposed framework. Second, the dedi-
cated hierarchical networks were designed to propagate complex contexts in the snake robot locomotion. The
result shows that our generative locomotion models can be utilized as user-oriented interface for interpretable

locomotion design.

1 INTRODUCTION

Robot locomotion helps us to improve our intuition
about how the living things act, as well as general
control principle for animal-oriented robots includ-
ing humanoids, dog robots, and snake robots. How-
ever, studeis on robot locomotion have heavily re-
lied on human experts with multidisciplinary knowl-
edge/inspiration across system control theory, biol-
ogy, and neuroscience. The main difficulty is to
search and distinguish the structured input-output pat-
terns. Furthermore, the multi-modality between body
central pattern and joint pattern makes problem more
severe.

In this paper, the locomotion problem is de-
fined as the probabilistic generative process of an au-
tonomous agent having latent representations for lo-
comotion. The generative models are core machine
learning framework to learn data distribution (Good-
fellow et al., 2014) usually with low-dimensional la-
tent representation (Kingma and Welling, 2013). The
learned latent representation is utilized to generate the
desired novel observations which were not seen be-
fore. The generative process is actively studied also
in practical engineering problems. For example, the
inverse design problems such as (Sanchez-Lengeling
and Aspuru-Guzik, 2018) can be efficiently sovled by

194

Hwang, Y. and Ishikawa, M.

searching complex, multi-modal patterns realizing the
desired goal.

Interpretability is an crucial factor as well as the
estimation error for all machine learning techniques
including generative models. The result having low
interpretability is not helpful for practical generation
work. Popular apporach in machine-learning frame-
work is to encdoe information to latent variables, and
improve information connection between the desired
effects and the specific latent variable. Most direct
way is to reveal the related metrics such as mutual in-
formation by direct estimation (Zhang et al., 2018b;
Hjelm et al., 2018; Poole et al., 2018) or some tech-
niques likes annealing (Dupont, 2018). Utilizing dis-
crete distribution (Maddison et al., 2016) in latent
variables also showed the interpretable results for the
target application having the discrete characteristics.
Another useful way to improve high-level interperta-
bility is based on hierarchical architectures. The hier-
archy helps information to be divided usually by over-
all meaning and residual information, which is called
as summary vector (Velickovic et al., 2018), context-
nuisance vector (Tomczak and Welling, 2018), and
sequence-segment level attributes (Hsu et al., 2017; Li
and Mandt, 2018). Our generative locomotion model
is based on the hierarchical configuration.

Modeling sequential data is a core part because a
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great number of applications including robot locomo-
tion are operated and measured in time-series. Convo-
lutional neural networks have received huge attention
for time-series application such as motion recogni-
tion (Ha and Choi, 2016) and classification (Cui et al.,
2016). The convolution operation also can be utilized
in causal settings (van den Oord et al., 2016). Recur-
rent neural networks are considered as an ideal way to
estimate time-series data. However, for the sequences
having too long length or complex correlation suffers
from low modeling performance. Stochastic recurrent
networks introduce latent variable and temporal gen-
erational process. With the tractable variational infer-
ence (Chung et al., 2015), the latent variable at each
sequence-step improves modeling capacity, and can
be used by high-level information indicator.

On the other hand, the time-series can be changed
by other form via proper transformation such as
Fourier transform, which leads to dimensional reduc-
tion of raw data. In this paper, we transform our
time-series locomotion data to topological shape via
Fourier transfrom. Then, our aim is turned to learn
shape characteristics. To learn the representation of
topological shape (Li et al., 2017) in the transformed
locomotion data, We adopt the mentioned stochastic
recurrent neural networks with variational inference.
By the topological shape and stochastic recurrent neu-
ral networks, we can model complex shape pattern
with meaningful representation.

Locomotion and motion generation has been in-
tensively studied. Reinforcement Learning (Schul-
man et al., 2015) is widely used to make the robots to
move. In (Zhang et al., 2018a), the mode-adaptive lo-
comotion is searched. (Grochow et al., 2004) realize
inverse kinematics with style change for the desired
body pattern. Motion is generated for character in
(Holden et al., 2016), and for heterogeneous agents in
(Wampler et al., 2014). However, there remains prob-
lems about how to shape locomotion data to explore.
Futhermore, consideration on user-oriented interface
is limited.

This paper is organized as follows. In Section 2,
the variational inference for sequential data is briefly
introduced. In Section 3, the proposed generative lo-
comotion model is derived with the problem defini-
tion for snake robot. In Section 4, we show experi-
ments results including training fitness and locomo-
tion generation. Finally, the conclusion is given in
Section 5.

2 PRELIMINARIES

In this section, we briefly introduce the generative
model with sequential variational inference. Our goal
is to identify below data distribution pg(x) with un-
derlying valuable latent representation z and model
parameter 0.

po@) = [ polx.2)z (1)

However, the distribution is usually intractable be-
cause of the invisible latent variables. One of the
tractable alternatives can be obtained by variational
inference. It is called as the Evidence Lower Bound
(ELBO)L(0,¢) with arbitrary alternative distribution
g¢(x) having model parameter ¢.

X,Z
fog po(x) =1og | ao(eb) 25 —10gE, 1
q(z|x) @
pe(X,Z)
>E ] = £(0,0).
st qq;(Z\x) og t]¢(Z|x) ( q))

Although the ELBO has a few different representa-
tion ways (Hoffman and Johnson, ), we focus on the
below form which is decomposed as reconstruction
likelihood and Kullback-Leibler divergence Dk,

Egy(z1x) log po(x[2)] — Dz (9o (2l¥)[[Pe(2)) - (3)

The variational method can be also expanded for the
sequential data xj.x with sequence length K and cor-
responding sequential latent variable z;.x.

K
po (¥<k,2<k) = | [ Po (xklz<k x<i) po (zlxcr,z<k) -
k=1

“
Using recurrent neural networks with hidden states /i
, the information is propagated autoregressively.

h = £ (A1, %) - Q)
Then, the ELBO for sequential data is defined as in
(Chung et al., 2015).

K
qu:(ZgK\XSK) Z logpe (xk‘Z§k7X<k)_
k=1

(6)
Drr (g9 (zlx<sz<k) || po (zlx<isz<t)) ]

, where the prior is conditioned on the hidden state /.
Our generative locomotion model utilizes the ELBO
in the next section.

195



ICAART 2020 - 12th International Conference on Agents and Artificial Intelligence

3 PROPOSED GENERATIVE
LOCOMOTION MODEL

The locomotion of snake robot is formulated as gen-
erative models. Accordingly, the inference model and
trainable ELBO is derived. We start from the defini-
tion of system states and consider the representation
way of the measured data to be learned.

3.1 States Definition of Target Robot

The articulated snake robot in our setting has 8-
actuated joints. Two neighboring joints are perpen-
dicularly connected as drawn in Figure 1. The robot
has 8 motor angle position x\/)(1 : 8) as joint states
and 6 states of central body frame x(%)(1 : 6), which
means position in vertical, position in forward, posi-
tion in sideways, roll, pitch and yaw angle.

3.2 Data Representation

How to shape data is the critical part for the effi-
cient learning, plausible generation, and interpretabil-
ity. The robot states are measured in usually time-
series. However, one can utilize spectral transform
if the data is expected to have spectral information.
With the fact that locomotion is usually driven by
spectral joint pattern, we can promote spectral char-
acteristics of joint responses by injecting the group of
excitation signal having sparse spectral components
without loss of generality in both respect of time and
frequency-domain. The detailed explanation about
how we can achieve the excitation is given in the next
section with experiments settings.

3.2.1 Topological Arrangement of Joint States

After Fourier transform for the measured time-series
of each joint angle state, the same length of spectral
vectors, that are complex values, are achieved. Filter-
ing out frequencies having too small power relative to
input power, we obtain more compact spectral vector.
Specifically, the L length spectral vector is obtained
for T length time-series for each joint angle, where
usually L << T with the filtering. The resulting spec-
tral vectors are defined as below.

Xlg)(liL)=[Ckl,Ckza---7Ck1,---,0kd )

, where ¢y = [rkhikl] .
The terms of Xf(j )(l),ckl,rkl and iy; means the spec-

tral vector for k th joint angle, the spectral compo-
nents for / th frequency, and values corresponding
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Figure 1: The schematic of 3d snake robot system.

real and imaginary axis, respectively. Then, the set

of X,(cj )(1) is re-arranged as topological shape. The
spectral component ¢;; is mapped as the point in co-
ordinates (ry, iz, k), which is illustrated in Figure 2.
This approach turns our locomotion problem to one
to extract and generate meaningful pattern in point
cloud group that is topologically connected. Finally,

we can view locomotion data as the pair of the topo-

logical joint shape Xijg) (1:L) and jointly distributed

body pattern in time series x(%).

3.3 Overall Architecture

The overall architecture of the proposed generative lo-
comotion model is illustrated in Figure 3. It is com-
posed of three parts (at top right box in Figure 3)
including the encoder of body states, the decoder of
body states, and sequential variational autoencoder
regarding topological joint shape. Again, the last part
is composed by hierarchically connected two stochas-
tic recurrent neural networks, which is written as (I)
in Figure 3. We call centeral recurrent network that is
illustrated by large squares as root network and small

squares as child network in (D. The X,i] >(1 1 L) is

The measured time-series data

A
[ \

The transformed shape data

Lo
2
NS N
>
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X
X,((J)(l: ) Xéﬂ)(z)
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\4

Figure 2: Topological arrangement for time-series of joint
states.
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The proposed generative locomotion model

@: Sequential Variational Autoencoder for topological shape with body context
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Figure 3: The overall architecture of the proposed generative locomotion model.

the topological joint shape for xng)(k) The z(®) and
Z/((]) is the encoded latent variables for body states and
topological joint shape, respectively. Then, the hid-
den states Ay of root network at k th step is updated as
following recurrence function.

=1 (e X020 2B) 0 @)

The child networks are propagated with three con-
text vector such as hidden states of root networks,
body latent variable, and joint shape latent variables.
For the encoder and decoder of body states, the con-
volutional neural networks are used. However, be-
cause the topological joint shape has small number of
spectral components and joint, the conventional pow-
erful convolutional neural networks-based approach
is difficult to be applied for small number of pixels.
Also, deeply stacked recurrent networks without the
stochastic generation at each sequence step is hard
to train practically regardless of hierarchical config-
uration. On the other hand, the proposed architec-
ture propagates latent context information autoregres-
sively and hierarchically.

3.4 Learning Objective

Our goal is to identify the locomotion data distribu-
tion with below decomposition.

po (X%, 202 ). ©)
The generative model can be derived for the proposed

structure in Figure 3 with similar way in the explana-
tion of section 2.

po (S 02) o () x

(10)
90,6 po (472,49,

K
Hpe (X(])
k=1

By the proposed hierarchical architecture, the prior
distribution for body latent variable and joint latent
variables is defined as below.

2~ aL(0,1). (11)

~ 9\[< (Iprior) I({J,,r,-o,))
’ [“/(c]’mr) ) G/i]pm)] = ftprien) (hkfl ’Z(z;)) '

Also, for the proposed network, the inference model
is written by

12)

K
o (47E) [ao (4R 22.27) - a3)
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Before the derivation of final training objectives, it
should be noted that the posterior collapse often oc-
curs in the variational representation learning frame-
works (Dai and Wipf, 2019; Alemi et al., 2017). The
problem states the posterior distribution gg (z|x) tends
to go(z), which leads to uninformative representa-
tion learning. A few solutions are proposed such as
mutual information regularization, KL divergence an-
nealing, and the utilization of Maximum Mean Dis-
crepancy (MMD). The MMD can be alternative diver-
gence measure to KL divergence in original formula-
tion of variational inference as in (Tolstikhin et al.,
2017; Zhao et al., 2019). The MMD Dy, is defined
with Gaussian kernel.

Dym (p (Z) H q(Z)) = IEp(z),p(z’) [K (Zazl)] +
Eq).96) [€(2:2)] = 2Ep() 40) [6 (2,2)] -

_ =2
, where Gaussian kernel ¥ (z,z/) =e 20> . Finally,
the learning objective for our generative locomotion

model is derived by

(14)

oyt | Ehec + 0 Lise = BLinn | =i, (15)

where:

B
9o (21%) = g (22,2505 X
K
7). J
Live= Y togpe (x| 20X 547,
=1
B
Ligec =log pe (x(gr) z;’,l,é@),

LA]/IMD = Dum (‘I¢ (ZIE]) ‘Xg)yzgﬁaz(@) [
Pe (Zk‘Xg),zgc),z(@))) 7
Ligmp = Dum (% (Z(ﬂ) xé”?) | po (z(ﬂ)» :

The terms of L,?EC,LI?EC7L1{,,MD7and L5 respec-
tively represent reconstruction loss of joint states, re-
construction loss of body states, regularization term
on joint states distribution, and regularization term on
body states distribution. At the training phase, the to-
tal loss is weighted by hyperparameters of o, 3, and .

4 EXPERIMENTS

The results are shown after describing the experi-
ments settings, the detailed network specification, and
the training settings.
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4.1 Acquisition of Training Samples

The experiments were performed on virtual robot
simulator V-REP. For the acquisition of training
samples, the Rieman-equivalent excitation signal
(Schoukens et al., 2016) is injected as motor reference
angles for each joint. The excitation signal is known
for good alternative to Gaussian random noise exci-
tation, chirp, or the sum of multi-sines, because the
excitation shows the controlled amplitude distribu-
tion both in time-domain and frequency-domain with
small number of spectral components (Pintelon and
Schoukens, 2012). Specifically, below signal is in-
jected.

L
u (t) = ZUsin(Zﬂ:fltJr(pz) (16)
=1

,where u (¢), U, fi, L, and @; means reference input
of kth joint, amplitude constant, frequency, and phase
that is distributed randomly in [0, 27|, respectively.
In our experiments, the number of frequencies (L) is
8, the frequencies f; are selected in logarithmically
equal interval from 0.05 Hz to 3.0 Hz.The excitation
signal ug—1 o g(t) € [-2.2, 2.2] rad is obtained in
20 Hz sampling rate with 2000 timesteps and 4096
batch samples. After downsampling with 1/4 factor,
the topological joint shape is obtained by following
section 3. The topological shape and corresponding
body states are illustrated in Figure 4.

4.2 Network Specification

The 3 layers of convolutional neural networks are
stacked for the encoder and decoder of body states.
The body encoder has separable convolution neural
network layer for its first layer and the filter size is
increased two times with 1/2 average pooling layer
for each stacking. Global average pooling is done at
final layer of body encoder. Inversely, the decoder
of body states is upsampled two times with the de-
creased filter size for each stacking. For the hier-
archically connected two stochastic recurrent neural
networks, Gated Recurrent Unit is used for param-
eter efficiency. All child network shares parameters
between each other, and the root network has inde-
pendent parameters. The body and joint latent distri-
bution is isotropic Gaussian. For the body states en-
coder/decoder, the detailed architecture is illustrated
in Appendix.
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Figure 4: The topological joint shape of the measured train-
ing samples. In the top figure, the point group of black cir-
cles corresponds one example sample in all batch experi-
ments. In the bottom figure, the highlighted black line is
the paired body states corresponding to the black circles in
top figure.

4.3 Results
4.3.1 Training Results

The training was done by the Adam optimizer with
cyclic learning rate for faster convergence (Smith,
2017). The learning rate is cyclically repeated from
0.0002 to 0.004 in 800 epoch period with exponen-
tially decaying profile. The training results in Figure
5 show good fitting both in body states and topologi-
cal joint shape.

4.3.2 Locomotion Generation

We perform generation process for two different set-
tings. First, the body latent variable z(®) is randomly

sampled for the prior distribution with zero the joint

latent variables zgj ,)< The joint latent variable zﬁj}( is

principally sampled by dynamic condition. However,
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Figure 5: The training result. For the topological joint shape
(bottom figure), the circle means experiments data, and the
cross does the estimated one. For the body states (top fig-
ure), the line means experiments data, and the dashed line
means the estimated one.

we set them as zero to identify the disentanglement

ability of body latent variables. Second, the joint la-
tent variables zgj ,)( is sampled by the prior distribution
with the body latent variable z(®) fixed. The generated
samples are shown in Figure 6 for the first setting, and

in Figure 7 for the second setting. In the Figure 6, The
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generation result of first settings shows that the body
latent variable z(®) efficiently spans across sequence
level that is represented as variation in vertical direc-
tion. It means that we can design locomotion based on
the intuitive body latent variables. The result of sec-
ond setting in Figure 7 indicates that two body pattern
have inter-sequence variation, not the intra-sequence
variation. The same result also can be found samples
of spectral joint shape in Figure 8. Thus, we can gen-
erate locomotion stably for the desired intuitive body
pattern with corresponding topological joint shape.
The results from two different settings, the proposed
generative locomotion model has user-oriented inter-
face to help locomotion design.

S CONCLUSIONS

We introduced the generative locomotion model.
Compared with the conventional works that were re-
lied on human expert or specific domain-knowledge,
the proposed approach provides user-oriented high
level intuition/interface. In our model, one can gen-
erate complex locomotion by selecting intuitive body
patterns. The advantages come from two methods.
Topological shaping allows locomotion data to be
bounded in shape, which leads to generalize datasets.
The designed hierarchical networks efficiently esti-
mated complex contexts via latent information prop-
agation. We expect that our generative model ap-
proach on locomotion proposes alternative ways for
conventional locomotion studies, and the method can
be adopted for other robot locomotion researches.
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"o 20 40 60 80 100 0 20 40 60 80 100
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Figure 6: The body latent variable is randomly sampled
with zero joint latent variables.
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Figure 7: Two differnt latent variables of body state were
sampled. For each body latent variable, 8 different joint la-
tent variables were sampled. The shaded region represents
trajectories for same body latent variable. In the shaded re-
gion, 8 different joint latent sample trajectories were drawn.
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APPENDIX

The Layer Architecture of Body States
Encoder/Decoder

< The stacked architecture of body states encoder/decoder >
3

(body) ~(body)
Xy Xir

| Separable Conv | | Fully Connected |
¥ %
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¥ x
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| AvgPool | | ConvTranspose |
¥ x
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Figure 9: The stacked architecture for body states in Figure
3.
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