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Abstract: Many diseases are driven by dysregulated gene expression. MicroRNAs are key players for post-
transcriptional gene regulation. miRBase contains microRNAs (miRNAs) from about 200 species organized 
into about 70 clades. It has been shown that not all miRNAs collected in the database are likely to be real and, 
therefore, novel routes to delineate between correct and false miRNAs should be explored. Here, a novel 
approach allowing the assignment of an unknown miRNA to its most likely clade/species of origin is 
presented. A simple way to filter new data would be to ensure that the novel miRNA categorizes closely to 
the species it is said to originate from. The approach presented here automatically assigns a miRNA sample 
to its clade/species of origin. For that, an ensemble classifier of multiple two class random forest was designed, 
where each random forest was trained on one species/clade pair. The approach was tested with different 
sampling methods on a dataset that was taken from miRBase and it was evaluated using a hierarchical f-
measure. The approach predicted 81% to 94% of the test data correctly, depending on the sampling method. 
This is the first classifier that can classify miRNAs to their species of origin. 

1 INTRODUCTION 

Gene regulation is of utmost importance for cell 
homeostasis and MicroRNAs (miRNA) with key 
players in post-transcriptional gene regulation. 
Mature miRNAs are non-coding single-stranded 
RNA molecules with a length of 18-24 nucleotides 
(nt). These mature miRNAs takes part in post-
transcriptional gene regulation by facilitating the 
recognition of their target mRNAs as a part of the 
RISC complex. Due to their influence on gene 
expression and, therefore, their involvement in 
different cellular processes (Bartel, 2009), they have 
been implicated in  diseases such as cancer 
(Takamizawa et al., 2004; Fiscon, et al., 2019). 
Changes in the endogenetic balances of miRNAs are 
often associated with the occurrence of diseases, 
which is not surprising considering that a third of all 
human genes are affected by them (Hammond, 2015). 
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Apart from diseases, it has been estimated that 
miRNAs are involved in virtually all human gene 
regulatory pathways (Hamzeiy et al., 2017). 

MicroRNAs are transcribed like other RNAs, but 
they are not translated into protein. Instead, they are 
involved in the regulation of protein expression. A 
special characteristic of miRNAs is that they fold and 
form hairpin like structures. These hairpin structures 
are processed by multiple enzymes resulting in a 
single stranded mature miRNA. The mature miRNA 
can bind to its target mRNA to regulate gene 
translation. 

Many miRNAs are well conserved between 
species (Zhang et al., 2006). MiRNAs can be 
categorized into miRNA families, where every family 
is assumed to have derived from the same gene 
(Rodriguez, 2004). Therefore, the presence of a 
specific miRNA provides taxonomic information 
(Sempere et al., 2006) Most miRNA families have 
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only a few members, which makes it easy to 
understand their evolutionary history. However, there 
are miRNA families that are large and complex like 
the mir-17 family. It contains 15 members that belong 
to three distantly related taxonomic families (Tanzer 
& Stadler, 2004).  

To keep track of all miRNAs and to provide a 
consistent naming scheme, databases such as 
miRBase (Kozomara & Griffiths-Jones, 2011), which 
serves as the current reference database, have been 
established. With the continued discoveries of 
different miRNAs, databases become ever more 
essential. However, some reasonable doubt on the 
data quality in miRBase has been raised. Studies 
showed that at least some miRNAs may be 
contaminants (Meng et al., 2012; Saçar, Hamzeiy, & 
Allmer, 2013). A likely case of contaminant miRNAs 
was uncovered by Bağci and Allmer (Bağcı & 
Allmer, 2016). A prior study believed that plant 
miRNAs, found in human body’s fluids were 
absorbed with food. Bağci and Allmer showed, using 
the same data, that the assigned source is highly 
unlikely, as many plant miRNAs found in body’s 
fluids do not occur in food sources and that the set of 
shared transcripts among samples (inter and intra 
species) was highly correlated, which raised more 
suspicion. Therefore, Bağci and Allmer assigned 
those plant miRNAs to be a result of contamination.  

MicroRNAs exist in many species ranging from 
sponges, and mammals, to plants. While miRNA 
structure seems to be quite conserved even between 
plants and human (Demirci, Baumbach, & Allmer, 
2017) they can still be distinguished using sequence 
features. This latter shown by (Yousef et al., 2017; 
Yousef et al., 2017; Yousef, 2019; Yousef & Allmer, 
2019). They trained random forest classifiers on k-
mer frequencies, where each classifier could assign a 
miRNA into one of two possible species (classes). 
This work can be used towards contamination 
detection if extended to a multi-class classifier. If a 
miRNA, analyzed with this classifier, differs above a 
threshold between target and predicted clade (group 
of organisms that consist of a common ancestor and 
all its descendants) it may be a contamination and 
needs manual scrutiny. To our knowledge, there 
exists no tool, which automates this task. As it 
appears to be impossible to find contaminations with 
traditional methods, there is a clear need for such a 
tool. We therefore propose a machine learning 
approach to engage this problem which is based on 
Yousef et al’s previous work (Yousef et al., 2017; 
Yousef et al., 2017). The core of our novel approach 
is an ensemble classifier that consists of multiple 
random forest models. It can categorize a miRNA to 

its clade of origin. To rule out contamination the 
target and predicted clade are compared using various 
distance metrics. If the two clades are too distantly 
related in taxonomy, the miRNA is probably the 
result of contamination. Apart from contamination 
detection, this approach provides new angles to 
investigate miRNA evolution. One key advantage of 
this approach over most miRNA detection algorithms 
is its independence of arbitrary pseudo negative data. 

2 MATERIALS AND METHODS 

2.1 Data 

Datasets to train the ensemble classifier were 
retrieved from mirBase version 21 (Kozomara & 
Griffiths-Jones, 2011). Initially, all 28,645 hairpins of 
this version were downloaded. 3,553 hairpins were 
later removed during the cleaning process (section 
2.2). The final dataset contained 25,092 miRNA 
examples from 126 clades. For every pair of clades in 
the set, one random forest classifier was trained using 
one clade as the positive and the other as the negative 
class. In essence, this achieves independence from 
arbitrary pseudo negative data which miRNA 
classification often depends on (Saçar & Allmer, 
2014). The dataset was hierarchically clustered 
according to the taxonomic tree so that each clade of 
the data made up one clade of the taxonomic tree. 
This resulted in a hierarchical dataset, embedding 
each clade within its ancestor’s clade. 

2.2 Data Cleaning 

We used USEARCH (Edgar, 2010) to remove 
duplicates and very similar hairpins from each clade, 
we also rejected clades containing less than 100 
miRNA examples. USEARCH uses the UCLUST 
algorithm to cluster sequences by their similarity. 
Two sequences are assigned to the same cluster if 
they have a minimum similarity. Here we set the 
similarity threshold to 0.9, where 1.0 refers to 
complete equality and zero to no similarity. The 
resulting clusters of similar sequences are represented 
by their cluster medoids. Thus, the medoids are 
dissimilar sequence, which were used to in the 
cleaned dataset. In total 25,092 different miRNAs 
remained after cleaning. 

2.3 Model Construction 

We extended the work of Yousef et al. to be able to 
distinguish between all 126 clades in our dataset. For 
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this we trained one random forest (RF) classifier (Tin 
Kam Ho, 1995) for each unique clade pair. 
Accordingly, for 126 clades, 126 x 125 / 2 = 7,875 
distinct RF models were created. 

To obtain the species of origin for a specific 
sample, the sample is processed with a pipeline that 
consists of several steps (Figure 1). The first step is to 
score the sample with every trained RF. The results 
of all RFs are concatenated to a 7875 dimensional 
feature vector. Where each dimension represents a 
probability for the sample to belong to the associated 
clade. Since we trained 126 RFs for every clade, 126 
different probabilities are associated with the same 
clade. Therefore, in the second step we combined 
these 126 scores to a single number. To combine the 
scores a probability density function is fitted to them 
and the most likely score is chosen as the final 
representative for the clade. This is done for every 
clade, which resulted in a vector with 126 
dimensions, representing the probability of 
membership for each clade of a particular miRNA. In 
the following, we refer to this output vector which 
contains the membership probabilities (MP-values) 
as the membership probability vector (MP-vector). In 
the final step the clades are scored and the closest 
clades can be obtained. 

 

 

Figure 1: schematic overview on our ensemble classifier 
and its steps. First, a pre-processing step is performed to 
clean and group the data, afterwards the k-mer frequencies 
are computed. Then the data is split into training and test 
set. Afterwards for every unique clade pair in the training 
set, one random forest classifier is trained. The whole test 
set is classified by all trained classifiers, which results in its 
score vectors. As each score vector contains multiple scores 
for the same clade, this vector is compressed to a MP-vector 
that contains one probability for each clade. To obtain the 
final result different methods are tried out. The highest 
accuracy was obtained by the maximum selector. Finally 
the results are evaluated. 

Our first idea was to utilize hierarchical clustering 
to cluster the MP-vectors of a training set, since our 
data has an inherent hierarchical structure. For this, 
we used a supervised hierarchical clustering method 
that clusters the MP-vectors hierarchically according 
to their target clade. However, preliminary results 
showed that this method did not achieve a 
performance sufficient for the purpose of 
categorizing miRNAs. Therefore, we transitioned to 
a maximum selector when using random sampling 
and a weak maximum selector when using SMOTE 
(Chawla et al., 2002). The maximum selector simply 
chooses the clade with the highest membership 
probability. The weak maximum selector essentially 
identifies all clades that have a score that is at least as 
big as a threshold. Here the threshold was chosen to 
be the biggest score - 0.05: 
 

Threshold = max(MP-value) – 0.05 (1)
 

From all the clades that are greater than the threshold 
the one on the lowest taxonomic layer is chosen as the 
likely clade/species of the miRNA. 

2.4 Sampling Methods 

Because the clades were of different size, the 
resulting positive and negative examples were 
imbalanced which presents a problem for 
classification. Therefore, two sampling methods: 
random and SMOTE (Chawla et al., 2002) were 
employed to equalize the data for the RF models. 
Since we achieved better results with SMOTE, we 
will briefly explain it here: SMOTE is an over-
sampling method. For randomly selected samples in 
the minor class the k-nearest neighbors of the same 
class are computed. SMOTE’s default for k is 5. The 
k-nearest neighbors of these points are used to 
interpolate between them and to generate a new 
sample. In this way, the problem of overfitting is 
avoided. 

2.5 Features 

In many studies k-mer frequencies (Kurtz et al., 2008) 
are used to classify miRNAs. k-mers are counts of 
subsequences that have a specific pattern and are of 
length k. For example a k-mer over the alphabet {A, 
C, T, U} can produce subsequences A, C, T and U. A 
2-mer can produce the subsequences AA, AC, AT... 
UU. To obtain the frequency of a k-mer in a sequence 
one simply counts how often that k-mer appears in the 
sequence and divides it by the total number of k-mers. 

As they show taxonomic relation by conservation, 
we chose k-mer frequencies for input features for the 
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random forest in this project. We used up to 3-mers, 
resulting in an 84 dimensional input vector. 

2.6 Training 

We used 10 fold Monte Carlo cross validation (Xu & 
Liang, 2001) to train the ensemble classifier. In every 
fold 10% of the dataset was selected as the test set. 
The test and training sets were selected by a custom 
made stratified random selection method that makes 
sure all clades are represented in the same ratio as in 
the original dataset. 

2.7 Implementation 

The training and testing pipeline was implemented 
with the Konstanz Information Miner or short: 
KNIME (Berthold et al., 2008). KNIME is an open 
source data analytics platform that includes many 
machine learning methods and provides access to 
WEKA and other tools. For our ensemble classifier 
we used KNIME’s WEKA implementation of the 
random forest as well as KNIME’s SMOTE 
implementation. The other sampling methods as well 
as all other parts of the ensemble classifier and the 
evaluation were custom implementation leveraging 
KNIME’s python node. 

2.8 Model Parameters 

For the random forests, we used the default values set 
by KNIME for all parameters except for the number 
of trees, which we set to 50. We elected to use 50 trees 
as a compromise between runtime and performance 
because the performance increased with the number 
of trees but so did the run time needed to train the RF 
models. It took 69 seconds to train the random forest 
model using 50 trees and 143 seconds for 100 trees. 
As we had to train 7875 such trees, we chose a 
runtime of 151 hours over 320. Additionally, the 
overall process had to be repeated several times so 
that the longer runtime would be a limiting factor. 

2.9 Evaluation 

There are many common evaluation measures in 
machine learning, here we used TP, TN, FP, FN, 
accuracy, precision, recall, and the f-measure. 
However as we are dealing with hierarchical and 
imbalanced data we needed to adapt those measures 
and considered others. 

One measure that can be used for imbalanced 
classes was introduced by (Fernández et al., 2013). It 
is the average true positive rate which calculates the 

true positive rate per class and uses the average of all 
rates as the final evaluation measure. Mathematical it 
is defined as: 
 

ܴܲܶ݃ݒܣ ൌ
1
ܥ
ܴܶܲ



ୀ

 (2)

 

Where C is the number of classes and TPR i is the true 
positive rate of class i. This way every class is 
weighted equally in the computation of the overall 
accuracy measurement. 

To obtain an accurate evaluation measure that can 
deal with hierarchical data, we adapted the common 
measures like the true positive rate. Otherwise we 
would miss many results in higher layers of the 
taxonomic tree. For example if a gorilla is classified 
correctly, it is also classified correctly to all the other 
clades it belongs to on a higher hierarchical layers 
(hominidae, primates, etc.). 

To adapt these measures, for each clade in every 
hierarchical layer TP, FP, TN, and FN were computed 
with a one-vs-rest scheme. Then those values were 
used to compute the hierarchical TP rate, etc. 

A sample was classified as TP if it was correctly 
identified into a clade and as a TN if it was correctly 
rejected for a clade. Also we used the hierarchical f 
measure (hF) proposed by (Kiritchenko et al., 2006), 
that takes into account that predictions which are 
taxonomically closer related to the target are better 
than predictions that are distantly related to the target. 
For example if a gorilla was identified as a hominidae 
but not as a primate, it would be worse than if it was 
identified as a primate. To calculate the hF measure, 
first the hierarchical precision and recall need to be 
computed. The precision and recall are defined as 
following: for any sample di that belongs to class Ci 
and is predicted as class Di, the sets Ci and Di are 
extended with their corresponding ancestors: C’i = 
UCk∈ Ci Ancestors ( Ck ) , D’i = Udi ∈ Di Ancestors (di). 
Then the (micro-average) hP (hierarchical precision) 
and hR (hierarchical recall) are calculated as: 
 

݄ܲ ൌ
∑ ′ܥ| ∩ 	|′ܦ

∑ 	|′ܦ|
 (3)

 

݄ܴ ൌ
∑ ′ܥ| ∩ 	|′ܦ

∑ 	|′ܦ|
 (4)

 

Those measures are then used to calculate the hF 
measure (hierarchical F-measure) with β set to 1. 
 

ఉܨ݄ ൌ
ሺߚଶ  1ሻ ∙ ݄ܲ ∙ ݄ܴ
ଶߚ ∙ ݄ܲ  ݄ܴ

, ߚ ∈ ሾ0, ∞ሿ (5)
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3 RESULTS  

All experiments were run on a Lenovo ThinkPad with 
an Intel core i7 and 3 GB RAM. Two datasets were 
considered. The first dataset was taken from 
mirRBase version 21 and cleaned as described above 
(miRBase). Afterwards the data was divided into 90% 
training and 10% testing using 10 fold cross 
validation. The second dataset consists of all samples 
that were newly introduced in miRBase version 22 
and that remained after the cleaning process 
(newMiRBase). This dataset was used only as a 
testing set. An overview on the results can be seen in 
Table 1. 

3.1 Sampling 

We used two different sampling methodologies 
(random and SMOTE, see above) to account for 
differences in class size which are due to different 
numbers of miRNAs which have been discovered for 
the species in miRBase. In almost all cases (except 
for the average TPR for newMiRBase) using SMOTE 
results in a higher accuracy (Table 1). To understand 
why this is the case, the correlation of the class size, 
the number of subclasses and the hF value was 
calculated. There is a medium correlation between the 
number of subclasses and the hF value as well as the 
class size and the hF value when using random 
sampling. In contrast, there is no such correlation 
when using SMOTE sampling. 

To compare the MP-values (clade membership 
probability) for related species to get more insides on 
the taxonomic relationships, the average MP-value 
for the target class, its ancestors, descendants, 
siblings and unrelated clades (according to the 

taxonomy tree) were calculated. When using SMOTE 
the ancestor had on average a higher MP-value than 
the target clade, the descendants and siblings a lower 
MP-value (but still higher than 0.5) and unrelated 
species had on average a MP-value of 0.5. With 
random sampling, the average values were similar for 
siblings and unrelated clades, but the ancestor clades 
had lower values that were similar to sibling’s. In 
summary, SMOTE sampling outperformed random 
sampling in this study and only when using SMOTE 
sampling categorization of miRNAs into their species 
of origin could be achieved with decent accuracy. 

4 DISCUSSION 

4.1 Hierarchical Clustering 

The intention behind the hierarchical clustering 
method was that when using hierarchical data with 
ward distance, the hierarchical relationship of the 
clades would be represented in the MP-vectors, so 
they can be used for hierarchical clustering. The idea 
was that samples of the same clade would have MP-
vectors that have similar values on all dimensions, 
thus they would be very similar. Furthermore, it was 
hypothesized that closely related species would have 
similar patterns. So that a clustering approach would 
cluster the MP-vectors of the same species in the 
same cluster and MP-vectors of similar species in 
clusters that are close to each other and thus, have a 
short inter cluster distance. That would have meant 
that clusters that represent two species with a 
common ancestor could be clustered together in a 
higher hierarchical layer to obtain the cluster of their 
ancestor. However, preliminary results show that this 

Table 1: Results of different evaluation measures (see header) for different Datasets, sampling methods and species selectors. 
TPR: True positive rate; hP: hierarchical Precision; hR: hierarchical Recall; Avg: Average; SMOTE: Synthetic minority over-
sampling technique. 

Dataset Avg TPR hP hR hF Avg hP Avg hR Avg hF Sampling 

miRBase 0.72 0.84 0.78 0.81 0.86 0.84 0.87 Random  

miRBase 0.83 0.97 0.90 0.94 0.96 0.91 0.94 SMOTE 

newMiRBase 0.31 0.53 0.56 0.54 0.63 0.61 0.63 Random  

newMiRBase 0.30 0.74 0.61 0.67 0.77 0.63 0.70 SMOTE 

miRBase 0.27 0.63 0.55 0.59 0.57 0.56 0.56 Hierarchical clustering 

miRBase 0.83 0.83 0.83 0.83 0.82 0.83 0.83 BLAST 
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is not the case (data not shown). In order not to waste 
our computational resources, we first used a subset of 
the data (clustering the complete dataset would need 
huge amounts of RAM) to test whether the clustering 
approach would work in principle. For that we used a 
supervised version of the hierarchical clustering 
approach (Gordon, 1987), which clusters the MP-
vectors hierarchically using their target clade 
information. The weak results of this clustering 
approach might be due to how the MP-vector is 
obtained.  
 

 

Figure 2: Tree representing the average MP-value for the 
target clade (dark gray node) and taxonomic relatives. The 
tree structure and labels of the nodes represents the 
taxonomic relation. In this case, random sampling was 
used. 

Every dimension represents the membership 
probability to a clade. That means only the random 
forest classifiers that were trained on that particular 
clade will influence this dimension. If the sample 
originates from that clade, a high score is expected. 
However, the scores of the dimensions that represent 
a clade the sample does not belong to, are obtained by 
classifiers that have never been trained using this 
clade. This lead to random guessing (when leaving 
taxonomic relatedness aside). Therefore, most 
dimensions of the MP-vectors have random values. 
This made clustering unsuccessful. 

4.2 Random vs SMOTE Sampling 

Even though the random sampling methods showed 
good performances, with an hF measure of about 0.81 
(Figure 2) there was a correlation between the hF 
measure of the clades and their size (r = -0.7). That 
indicated a classification problem as larger classes 
had a worse hF score than smaller ones. This problem 
probably resulted from under-sampling the larger 
clade, so that not enough training samples for that 
class were available. Also, one would expect that the 

average MP-value of related species (especially 
ancestors) would be higher than the obtained values. 
This also indicates a methodological problem (Figure 
2). When using SMOTE sampling, no such 
correlation between clade size and hF measure could 
be observed (data not shown), which indicates that 
with this sampling method the class imbalance 
problem has been overcome. Additionally, there 
seems to be a taxonomic influence between predicted 
and target species, because the average MP-values of 
related species was higher than for unrelated species. 
This would be expected especially for the ancestors, 
as the target clade is always a member of the ancestor 
clade (Figure 3). 
 

 

Figure 3: Tree representing the average MP-value for the 
target clade (dark gray node) and taxonomic relatives. The 
tree structure and labels of the nodes represents the 
taxonomic relation. In this case, SMOTE sampling was 
used. 

4.3 NewMIRBase Dataset 

The performance on the newMiRBase dataset is 
significantly poorer than on the MirBase dataset. This 
difference in performance is partly due to many 
sequences from unseen clades during training. 
However, removing these sequences, the 
performance still remains comparably poor.  This is 
likely caused by the origin of many of the sequences, 
which are from species with few known members. 
Therefore, the respective models have not seen 
sufficient training data. These species are often only 
present in clades of higher taxonomic layers. 
Therefore, less RFs have been trained on the clade, so 
that it is more difficult to obtain a reliable MP-value. 
This also explains the discrepancy between the 
AvgTPR rate and the hF measure in the newMiRBase 
dataset.  
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4.4 Comparative Performance 

Our approach performs better than BLAST on the 
first mirBase dataset. -this holds for random and 
SMOTE sampling. A comparison to other machine 
learning approaches was not possible as this is the 
first approach to address multi class species 
categorization of miRNAs. However a comparison of 
different two class classifiers (as a replacement for 
the RFs) was performed only on homo sapiens 
miRNAs (data not shown) with the best result being 
obtained by the RF. This was confirmed by (Saçar & 
Allmer, 2017), who trained different two class 
classifiers on miRBase data for pre-miRNA 
detection. However, in the future, it would be 
interesting to train a common multi-class algorithm 
like a SVM on the task for comparison. Interesting 
would also be comparison with classifiers that where 
designed for similar tasks (e.g. classification of 
miRNA families). 

5 CONCLUSIONS 

MicroRNAs are regulators of gene expression and as 
such important in cellular regulation and disease 
(Tüfekci et al., 2014). Therefore, they are used for 
investigating the molecular level of disease. 
Experimental strategies must fail at detecting all 
possible miRNA-mRNA interactions which is why 
computational methods are used abundantly 
(Demirci, Yousef & Allmer, 2019). Many 
computational tools depend on data from online 
resources such as miRBase. Unfortunately, databases 
are not completely reliable, including miRNA 
repositories. Some strategies associating miRNAs 
with molecular events lead to questionable results 
which is in part due to the smallness of miRNAs and 
to the similarity among miRNAs exacerbated by 
imperfect sequencing methods (Bağcı & Allmer, 
2016). Additionally, miRNA evolution is not 
completely unraveled and additional tools for its 
investigation may be beneficial. We have succeed to 
develop a machine learning approach that 
successfully works on the microRNA species 
categorization task. This approach tackles the three 
issues outlined above. To the best of our knowledge 
this is the only approach allowing for categorization 
of miRNAs into their species of origin based only on 
k-mer representation of the hairpin sequence. The 
approach shall be used to assign a novel miRNA 
sequence to the most closely clade to confirm that the 
discovery is not a contamination. We also anticipate 
that our approach could be used for the validation of 

computational miRNA predictions by other tools. 
Finally, the approach may be useful for further 
investigation in miRNA evolution. However future 
improvements need to address the introduction of 
new or underrepresented species. 
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