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Abstract: In the world where big data reigns and there is plenty of hardware prepared to gather a huge amount of non
structured data, data acquisition is no longer a problem. Surveillance cameras are ubiquitous and they capture
huge numbers of people walking across different scenes. However, extracting value from this data is chal-
lenging, specially for tasks that involve human images, such as face recognition and person re-identification.
Annotation of this kind of data is a challenging and expensive task. In this work we propose a domain adapta-
tion workflow to allow CNNs that were trained from one domain to be applied to another domain without the
need for new annotation of the target data. Our results show that domain adaptation techniques really improve
the performance of the CNN when applied in the target domain.

1 INTRODUCTION

The purpose of person re-identification is to match
images of persons in non-overlapping cameras views.
It can be helpful in some important applications as
intelligent video surveillance (Wang, 2013), action
recognition (Wei Niu et al., 2004) and person retrieval
(Sun et al., 2017).

For problems related to identifying people in im-
ages, the first method of choice is usually based on
face recognition. This is because such algorithms
have already matched the human capacity, as we can
see in Taigman et al.’s work (Taigman et al., 2014),
where a 97.35% accuracy was achieved in the LFW
dataset (Huang et al., 2008) while the human accu-
racy on the same data is 97.53%. However, face
recognition algorithms have little value on surveil-
lance images because the subjects are usually far
away from the cameras, so there is not enough resolu-
tion in the area of the face. Furthermore, the surveil-
lance viewpoint is usually such that a high amount of
(self-)occlusion happens, to the point that the faces
are not visible at all. For these reasons, person re-
identification algorithms usually take the whole body
into account. The typical workflow to train a person
re-identification system follows this steps:

1. Use a CCTV system to gather non structured data;

2. Filter this data using a person detector and tracker;
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3. Annotate person bounding boxes;

4. Train a metric learning CNN in the annotated
data;

5. Deploy the trained CNN to match people that ap-
pear in different cameras.

The biggest problem with this workflow is step 3,
because CNNs need a huge amount of data to be prop-
erly trained and the process of annotating all this data
is very expensive (in terms of time and manpower).
We therefore propose to replace this step by an unsu-
pervised domain adaptation technique. According to
Pan and Yang (Pan and Yang, 2010), domain adapta-
tion is a type of transfer learning where only source
domain data is labeled and both domains have the
same task.

In our technique, we use a public dataset as our
source domain and the non structured data from the
CCTV as our target domain. In our source domain all
the annotation and image filtering have already been
done, then we use unsupervised image-image transla-
tion to create an intermediate dataset. This dataset has
the labels of the source domain, but the appearance of
people is similar to those in the target domain. Next,
we proceed to the metric learning step using that inter-
mediate dataset. As the intermediate dataset is similar
to the target domain, we expect that the CNN trained
in it will perform well in the target domain.

In addition, we use this learned metric to annotate
the target domain using a clustering algorithm. That
way, we have pseudo labels available for the target
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domain, then we fine tune our CNN in these pseudo
labels and learn specific characteristics from the tar-
get domain. As the training is performed with the ac-
tual target domain images we expect to increase even
more our performance, even though the pseudo label
generate a noisy label space for the target domain.

In our experiments, we evaluated the CNN perfor-
mance in the target domain (direct transfer), we eval-
uated the same CNN trained with the dataset adapted
by a cycleGAN to the target distribution and we also
evaluated the same CNN trained in the target domain
using our pseudo label method. Our method surpasses
the baseline accuracy in all test cases. All of that is
achieved by replacing step 3 by our technique and will
be explained in more details in sections 3 and 4.

In addition, we observed that the highly unbal-
anced nature of the person re-identification problem
means that training batches may be heavily biased to-
wards negative samples. To deal with that, we use a
batch scheduler algorithm that allows to train a CNN
with a triplet loss in cases where the data is noisy.

Next section discusses related work. Section 3
presents our method and Section 4 presents experi-
ments and results. This paper concludes in Section 5.

2 RELATED WORK

The state-of-art on person re-identification follows
a pattern of using either attention-based neural net-
works (Liu et al., 2017), factorization neural networks
(Chang et al., 2018) or body parts detection (Zhao
et al., 2017). The common point in these works is try-
ing to disregard the background information, so they
can give the proper weight for the image areas where
the person is visible. These methods achieve great re-
sults, but have a high complexity, as they are based
on combinations of several elements. However, dif-
ferent datasets have different characteristics and cer-
tain combination of methods may not work across all
datasets. In this paper, our focus is on the exploitation
of domain adaptation for this application. To design
more controlled experiments, we use a relatively sim-
ple end-to-end system based on the ResNet-50 (He
et al., 2016) as a backbone.

Typically, the person re-identification challenge
is approached as a metric learning task (Zhao et al.,
2017; Deng et al., 2018). But it can also be ap-
proached as a classification task where each person
from the dataset is a class (Liu et al., 2017; Chang
et al., 2018). The problem of the classification-based
approach is that the space of labels is fixed and has
a large cardinality. Such methods are rarely applica-
ble in practice, unless the set of identities of people

who transit through a set of environments is always
the same. Our target application is public spaces,
therefore it is not possible to restrict the set of labels.
Therefore we approach this as a metric learning chal-
lenge. Further to being applicable to public spaces,
the task of comparing samples is the same across dif-
ferent domains. This enables the application of un-
supervised domain adaptation methods to adapt the
marginal distribution of the data.

Recently, some works presented domain adapta-
tions techniques for person re-identification. (Zhao
et al., 2017) created a new dataset to evaluate the gen-
eralization capacity of his model. Their CNN was
evaluated in it without further training. (Zhong et al.,
2018) used a cycleGAN to approximate the camera
views in a dataset trying to learn a camera latent space
metric. (Xiao et al., 2016) trained his CNN with a
super dataset created concatenating multiple datasets.
They proposed a domain guided dropout to further
specialize their CNN for each dataset. In this work,
we consider that the target domains have no labeled
data, then we cannot use the approaches of (Zhong
et al., 2018) or (Xiao et al., 2016). The approach of
(Zhao et al., 2017) can be called direct transfer, be-
cause it just evaluates a CNN on a target domain. We
shall demonstrate that our method outperforms direct
transfer.

3 PROPOSED METHOD

Our technique is based on training a CNN to learn a
metric, so we can ensure that distinct domains will
have the same task. Therefore, we train a ResNet-50
(Section 3.1) with the triplet loss (Section 3.2) to learn
the desired metric in an Euclidean vector space. The
core of the domain adaptation method is based in a
cycleGAN that will perform an image-image transla-
tion to approximate source and target domains (Sec-
tion 3.3). Then, we use the CNN trained in the in-
termediate dataset to extract the features of the tar-
get domain images and use a clustering algorithm to
generate pseudo-labels for the target domain (Section
3.4).

3.1 Baseline CNN

As said in Section 2, the state-of-art in person re-
identification use techniques that exploit information
from CNNs at multiple levels, bringing multiple se-
mantic levels to the final features. Those semantic
levels may carry specific person attributes like gen-
der, clothing, textures and clothing, which are impor-
tant for matching people across views.
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We choose ResNet-50 architecture in our work be-
cause we believe that residuals blocks help to propa-
gate information from multiple semantic levels when
they are relevant for the output. Although the residual
blocks may not perform as well as a specific architec-
ture, the main goal of our work is to propose a domain
adaptation workflow.

To have an initial boost (Donahue et al., 2014),
we start with a ResNet-50 CNN pre-trained on Ima-
geNet (Deng et al., 2009). We then transfer learn it to
the problem of person re-identification using a public
dataset. This is done by replacing the last fully con-
nect layer by a new fully connected layer with 128
features which are used as an embedding for metric
learning. We use Adam optimizer and the triplet loss.

3.2 Triplet Loss and Batching Strategies

A siamese-like loss is ideal when trying to learn a
metric because it allows one to perform an end-to-end
learning from a dataset to an embedding space. The
siamese loss receives as input a pair of feature vec-
tors and tries to approximate them if they are from the
same person or set them apart if they are from differ-
ent people. This generates an embedding space where
feature vectors from the same person tend to lie near
each other.

The triplet loss is an upgrade from the siamese
loss which instead of using a pair of samples as in-
put, it uses an anchor, a positive sample and a nega-
tive sample. Therefore, the triplet loss approximates
feature vectors from the same person while it also sep-
arates features of different people, according to equa-
tion 1 (defined for each anchor sample xa). This way,
one can expect better samples separation in the em-
bedding space.

L(xa) = max
(

0 , m+D
(

fa, fp

)
−D

(
fa, fn

))
, (1)

where m is a margin so the loss does not go to zero, f
is the CNN output, i.e., a lower dimensional embed-
ding of image x; (sub indexes a, p and n mean anchor,
positive and negative, respectively) and D(·) can be
any distance measurement algorithm, in our case is
the Euclidean distance defined by

D(u,v) =

√√√√ d

∑
i=1

(ui− vi)2. (2)

A question that arises from the triplet loss use
is “how to choose the positive/negative examples?”
(Hermans et al., 2017) investigated this problem and
came to a conclusion that the best learning is achieved
when using the hardest positive/negative samples dur-
ing training. This approach was coined batch hard

and it works as follows: for each anchor sample xa
from the batch, the choice of positive sample xp is
chosen as the one that maximizes D(fa, fp) and the
negative sample xn is chosen as the one that mini-
mizes D(fa, fn). Using this strategy, equation 1 can
be rewritten as

LBH(xa) = max
(

0 , m+max
p

D
(

fa, fp

)
(3)

−min
n

D
(

fa, fn

))
,

where positive and negative samples are chosen
within each batch and the losses across all anchors
in a batch are averaged out.

Figure 1 illustrates how samples are chosen for a
batch. All the rectangles at the top represent sam-
ples from a person and the rectangles at the bottom
represent sample of another person. The triplet will
choose each rectangle as anchor at a time, calculate
the loss for it and in the final sum all the losses. From
the green rectangle as an anchor, the numbered ar-
rows indicate the distance D(·) from it to the samples,
where Pos i, i = 1,2,3, are possible positive samples
and Neg j, j= 1,2,3,4, are the possible negative sam-
ples. In a batch hard approach, Pos 2 is selected
as positive sample, Neg 3 as negative sample and
LBH = m+0.361−0.490.

Figure 1: Example of a batch hard triplet selection.

(Hermans et al., 2017) proved the batch hard ef-
fectiveness, but choosing the hardest samples at each
batch increases the training complexity. Furthermore,
we work with an intermediate dataset that can be
noisy, meaning that the separation between positive
and negative samples may be less trivial, which in-
creases the training cost even more. The consequence
is that the training process may never converge with
this strategy. When using the triplet loss, a non
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converging training process can be identified if the
loss is stuck at the margin (m), because that means
D(fa, fp) = D(fa, fn), meaning that all the features are
converging to vectors of 0s.

While training with the triplet loss, the goal is to
make D(fa, fp) < D(fa, fn). However, if the batch is
big, the number of negative examples is way bigger
than the number of positive examples, particularly in
the case of person re-identification. It is therefore
possible to have a negative sample that is nearer to
the anchor than the hardest positive sample. This
way the loss will always be greater than the margin
(LBH > m), then the optimizer learns that outputting
vectors of 0s will reduce the loss to the margin, i.e.,
(LBH = m).

Our solution was to use a batch scheduler algo-
rithm to decrease the number of negative samples and
lower the training complexity. This way we ease the
training convergence, and once the training is con-
verging we slowly increase the batch size (and there-
fore its complexity, having an impact in the loss). This
enables us to learn step by step and converge the train-
ing even with a noisy dataset. Our batch scheduler
algorithm is shown in Algorithm 1.

Algorithm 1: Batch Scheduler.

batch size = 8
m = 0.5 // m is the loss margin of Eq. 1
for i = 0 to num epochs do

loss = train(i,batch size)
if loss < 0.8×m then

batch size = batch size+8
end if

end for

3.3 Image-image Translation for
Domain Adaptation

To give some background, the definitions and nota-
tions used in this paper are based on (Csurka, 2017)
and (Pan and Yang, 2010). A domain D is com-
posed of a d dimensional feature space X ⊂ IRd with
a marginal probability distribution P(X) and a task
T defined by a label space Y and the conditional
probability distribution P(Y|X), where X and Y are
sets of random variables (which usually are multivari-
ate). Given a particular sample set X= {x1, · · · ,xn} ∈
X , with corresponding labels Y = {y1, · · · ,yn} ∈ Y ,
P(Y|X) in general can be learned in a supervised
manner from these feature-label pairs {xi,yi}.

For simplicity, let us assume that there are two
domains: a source domain Ds = {X s,P(Xs)} with
T s = {Y s,P(Ys|Xs)} and a target domain Dt =
{X t ,P(Xt)} with T t = {Y t ,P(Yt |Xt)}. Those do-
mains are different Ds 6= Dt , because P(Xs) 6= P(Xt)

due to domain shift. Also, we do not have the target
domain labels Yt , so we do not have the feature-label
pairs {xi,yi} to learn P(Y|Xt) in a supervised manner.

The person re-identification task T consists in
learning a projection from x ∈ X to a feature f in
a Euclidean space where f is closer to other vectors
if they originated from the same person, more dis-
tant to vectors from other people. The set of labels
can be thought of as the space of all possible person
identities in the world, which impractical. Alterna-
tively, the person re-ID problem can be seen as a bi-
nary problem that takes two samples as input, indi-
cating whether or not they come from the same per-
son. Therefore, each person re-ID dataset (or indeed
each camera surveillance environment) can be seen
as a different domain, however the task is always the
same, i.e., telling if two images contain the same per-
son or not. Domain adaptation are transductive trans-
fer learning methods where it is assumed T s = T t ,
according to Csurka (Csurka, 2017). Therefore, we
can use domain adaptation to exploit the related in-
formation from {Ds,T s} to learn P(Yt |Xt).

In our method, we have images from source do-
main Xs and target domain Xt , but we do not have
the labels from target domain Y t . So, we approxi-
mate data from images of a known source domain to
images of a target domain generating an intermediate
dataset.

We use, as source domain, a public dataset which
has ground truth annotation of positive/negative ex-
amples for each anchor. An unsupervised domain
adaptation method can be used to generate an inter-
mediate dataset D i that leverages the source domain
annotation Y s and is similar to the target domain. For
that, we follow an approach based on Generative Ad-
versarial Networks – GANs (Goodfellow et al., 2014).
More specifically, we use the cycleGAN method pro-
posed by (Zhu et al., 2017) and applied to person re-
identification by (Deng et al., 2018).

The idea is to use images from the source domain
(Xs) as input and train a GAN to generate outputs
which are similar to the images from the target do-
main (Xt ). However, once we have no paired images
between domains the problem has a high complexity.
Zhu et al. proposed to train two generators G and F
where G : X s→ X t is a mapping from the source do-
main to the target and F : X t → X s is a mapping from
the target domain to the source. Also, a cyclic com-
ponent is added to the loss:

L(G,F,DX s ,DX t ) = LGAN(G,DX t ,Xs,Xt)+

LGAN(F,DX s ,Xt ,Xs)+ (4)
λLcyc(G,F),

where both LGAN components are the basic GAN loss
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proposed by Goodfellow et al. and the Lcyc is the
cyclic component added by Zhu et al., wich is given
by:

Lcyc(G,F) = EXs∼pdata(X s)

[
‖F(G(Xs))−Xs‖1

]
+

EXt∼pdata(X t )

[∥∥G(F(Xt))−Xt∥∥
1

]
(5)

the cyclic component is there to do an identity match
between source domain images Xs and their dou-
ble transformed pairing images F(G(Xs)), and vice-
versa. By minimizing this cyclic loss we expect to
have transformations that can map both domains.

Therefore, we use the generator G : X s→X t in all
images of our source domain to generate an interme-
diate dataset. That is, we create a dataset that lever-
ages from the labeled data of the source domain and
have similar characteristics to the target domain. This
way we can expect that a training in this intermediate
dataset will perform well in the target domain.

3.4 Pseudo Labels for Re-identification

In Section 3.2, we used the triplet loss to learn a dis-
tance metric in an Euclidean vector space. In Section
3.3, we showed that both source and target domains
have the same label space Y . We also presented a
method to train our CNN in an intermediate dataset
that leverages from the labeled data of the source do-
main and have similar characteristics to the target do-
main. The CNN therefore should already present a
reasonable performance in target domain.

We use the CNN to extract all features ft
i from tar-

get domain images Xt and these features belong to an
Euclidean vector space. Then, we used a clustering
algorithm to group these features, using the obtained
group identifications as target domain with pseudo-
labels Yt . In addition, we fine tune the CNN using the
feature-label pairs {xi,yi} with the real images from
target domain and the pseudo-labels generated by the
clustering algorithm.

Even though the pseudo labels generated may
contain a lot of errors, this next training step uses the
real images from target domain Xt . Therefore, the
CNN is be able to learn more robust features for the
target domain, because it learns the exact characteris-
tics of the target domain.

We choose the k-means (Hartigan and Wong,
1979) clustering algorithm to group the features in the
Euclidean vector space. The value of k was chosen as
a proportion of the size of each target dataset. Table
1 indicates the values used in this paper (the datasets
are discussed later). However, the naive assignment
of samples to clusters is a flawed strategy to anno-
tate the data, because a simple look at the data may
cluster viewpoints rather than people. In other words,

features from different people taken from the same
camera view are often more similar to each other than
features from the same person from different camera
views.

Table 1: The chosen k for each dataset when using k-means
algorithm.

Dataset k
CUHK03 2000

Market1501 1600
Viper 632

Our solution is to use k-means algorithm to gener-
ate k clusters for each camera view, then use a nearest
neighbor algorithm to group these clusters across the
camera views. This way, we guarantee that every per-
son from our pseudo-labels space have images from
each camera. That results in a noisy annotation, be-
cause that assumption is not a true in the real label
space of the dataset. However, using this approach
we ease the CNN task of learning features robust for
multiple cameras views and achieve better results in
validation.

4 EXPERIMENTAL RESULTS

In our work, we produced results using three well
known person re-identification datasets, they are the
CUHK03 (Li et al., 2014), the Market1501 (Zheng
et al., 2015) and the Viper (Gray et al., 2007). For all
the experiments, we did not use any label information
in the target domain, except to evaluate the results.

Our work produces two kind of results that must
be analyzed to understand the method effectiveness.
These results are the generation of a intermediate
dataset (discussed in section 4.1) and the CNN eval-
uation in the target domain after the complete work-
flow was done using pseudo-labels (discussed in sec-
tion 4.2).

4.1 Intermediate Dataset

As said in section 3.3 our method tries to approximate
the source domain to the target domain. This is done
training a cycleGAN between both domains and us-
ing the generator to create an intermediate dataset that
shifts the source domain samples so that they become
more similar to the target domain data. The idea is to
generate images that preserve the person morphology,
but are visually adapted to the target domain. While
there is no guarantee that a GAN preserves person
morphology, the cyclic loss contributes towards this
goal, as it has an identity match component.
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Figure 2 presents examples of transformation re-
sults between all domains. It is interesting to note that
the person morphology have been well preserved and
the changes have been more in the colors, texture and
background. That means we could produce a great
approximation of how a person would look like in the
view of another dataset.

The CUHK03 dataset was created using surveil-
lance cameras from a university in Hong Kong with
an elevated viewpoint, so normally the background of
their images consists in a granular floor. While the
Market1501 dataset was created with cameras in a
park, so the images usually have grass in the back-
ground of their views. Viper is the oldest dataset used
in this work, it was published in 2007 and is com-
posed of low resolution outdoor images.

These characteristics of the datasets make it easy
to understand the effects seen in Figure 2. When us-
ing CUHK03 as the target domain, the transformed
images tend to have a granular background to approx-
imate the floor texture in CUHK03 images. When
using Market1501 as target domain, images from
CUHK03 had a background transformation from the
granular floor to grass, and images from Viper had
just a color transformation, because both datasets are
from outdoor images. When using Viper as target do-
main, images from Market1501 had a color transfor-
mation and images from CUHK03 had a texture back-
ground transformation and a brightness enhancement.

4.2 Domain Adaptation Results

4.2.1 Image-image Translation Method

After successfully generating an intermediate dataset
that approximates both domains we used that inter-
mediate dataset to fine-tune the CNN trained in the
source domain. We evaluated all the results in the tar-
get domain using the CMC score with rank-1, rank-5
and rank-10.

The cycleGAN method was compared with the di-
rect transfer method, where the direct transfer method
consists in evaluating in the target domain a CNN
trained in the source domain without further training.
The direct transfer method therefore shows how dif-
ferent are both domains and is used as a baseline.

As one can see in Table 2 the cycleGAN method
presents huge rank-1 improvements when using
CUHK03 as target domain (26% improvement for
Viper as source domain and 14.9% improvement
for Market1501 as source domain). This happens
because the CUHK03 images have granular back-
ground texture as a strong characteristic that was eas-
ily learned by our cycleGAN.

A great rank-1 improvement was also obtained for
Market1501 as target domain and CUHK03 as source
domain, where the cycleGAN method achieved a
9% improvement compared with the baseline. Fur-
thermore, for Market1501 as target and Viper as
source domain our method achieved 1% improve-
ment, meaning that the color transformation helped to
approximate these domains, but this was not as signif-
icant as texture changes that occurred when working
with CUHK03 images.

For Viper as a target domain the cycleGAN
method achieved 1.5% rank-1 improvement using
CUHK03 as source domain and 1.9% rank-5 im-
provement for Market1501 as source domain. Again,
this means that texture transformations are more sig-
nificant than color transformations. Although those
are not our best results, they are very significant be-
cause as Viper is an old dataset it has a lot less images
than the others (only 1264 images), so learning to cre-
ate the intermediate dataset in a unsupervised manner
without much data is extremely hard.

4.2.2 Pseudo-labels Method

Section 4.2.1 proved the effectiveness of domain
adaptation and that the cycleGAN successfully
shifted images to the target domain appearance, car-
rying their source label with them. Also, it was clear
that texture transformations are more significant than
color transformations.

Although the cycleGAN did a great job shifting
images between domains, when using the pseudo-
labels method we achieved even better results. This is
because the training is now performed with the actual
target domain images and estimated pseudo-labels.
So, there is no longer the problem of images in which
the person morphology was not preserved. The target
dataset characteristics are better represented. Figure 3
illustrates the dataset created using pseudo-labels – as
one can see the estimated labels are not perfect, but
the grouped images show a strong color similarity.

As one can see in Table 2, our method showed
great improvements in all test cases. Even when us-
ing the Viper dataset as target domain our method
could improve the cycleGAN results in 2% or more.
For the Market1501 dataset the rank-1 improvement
was around 2% also and for the CUHK03 our method
achieved improvements of 4% in rank-1 accuracy.

It is important to notice that the pseudo-labels
have a stronger positive impact on smaller target
datasets. This is because small datasets require fewer
clusters to annotate the data. This was very significant
for the great results presented for Viper dataset.

In summary our method is significantly better than
direct transfer without adaptation. It is important to
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Figure 2: Examples of the cycleGAN transformations between domains.

Figure 3: Images from a final cluster when using the pseudo-labels method. The cluster were achieved using Viper as source
dataset and Market1501 as target dataset.

emphasize that our method does not make use of any
label from the target domain, completely removing
the burden of annotating new data when the applica-
tion domain changes.

5 CONCLUSIONS

In person re-identification, each type of environment
(e.g. airport, shopping center, university campus, etc.)

has its own typical appearance, so a system that is
trained in one environment does not perform very
well in another environment. This observation was
confirmed by our cross-dataset (direct transfer) exper-
iments, indicating that each dataset can be treated as
a domain. Therefore, we showed that a domain adap-
tation method based on cycleGAN can be applied to
transform the marginal distribution of samples from
a source dataset to a target dataset. This enables us
to retrain a triplet CNN on adapted samples so that
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Table 2: Results with all domains combinations.

Accuracy
Target Domain Source Domain Method Rank-1 Rank-5 Rank-10

Market1501

Viper
Direct Transfer 5.7% 15.5% 22.2%

CycleGAN 6.7% 17.0% 23.7%
Ours 8.6% 20.5% 28.4%

CUHK03
Direct Transfer 26.8% 45.9% 55.1%

CycleGAN 35.8% 56.5% 65.7%
Ours 37.3% 60.4% 70.4%

CUHK03

Viper
Direct Transfer 5.9% 18.1% 29.0%

CycleGAN 31.9% 64.4% 77.5%
Ours 36.1% 69.2% 81.3%

Market1501
Direct Transfer 19.9% 49.4% 63.2%

CycleGAN 34.8% 66.7% 79.1%
Ours 38.2% 69.7% 81.6%

Viper

CUHK03
Direct Transfer 10.1% 22.5% 29.0%

CycleGAN 11.6% 25.5% 34.7%
Ours 13.6% 33.9% 46.0%

Market1501
Direct Transfer 12.5% 25.0% 33.1%

CycleGAN 9.8% 26.9% 36.4%
Ours 13.9% 29.0% 40.7%

their performance is improved on the target dataset
without using a single labeled sample from the target
set. Furthermore, we showed that using this CNN and
a clustering algorithm to generate pseudo-labels and
retrain the triplet CNN leads to a significant boost in
the performance on target dataset. This opens doors
for the deployment of person re-ID software to real
applications, as it completely removes the burden of
annotating new data.

Further to proposing a domain adaptation tech-
nique for this problem, we also presented the use of
a batch scheduler which increases the batch size as
training starts to converge.

For future works, we believe it would be inter-
esting to try our technique with other datasets, using
more robust CNN architectures as backbone and with
different clustering algorithms. But it is proved that
this technique brings great contribution to the field of
person re-identification.
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